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Abstract—Regression problems with switching-points arise 

in many fields and has been recognized as a challenging issue for 

modern, big data applications. Many approaches to estimating 

switching regression models can only deal with continuous 

switching- point problem successfully. However, regression 

problems with jump discontinuities are often encountered in 

reality such as those in econometrics and engineering. This 

article  presents a segmentation method for switching regression 

estimations, allowing for detecting both continuous and dis-

continuous switching-points. We consider using Taylor’s 
expansion with an adjustment constant to derive the estimates 

of switching-points and regression parameters simultaneously. 
The proposed method can detect both jump-points and 

continuous switching-points. The proposed method is evaluated 

via experiments with numerical examples. The simulation 

results show the proposed method work well for both continuous 

and dis-continuous models and produce rather accurate 

estimates.  

Keywords—switching-point, jump, switching regression,  

Taylor expansion 

I. INTRODUCTION 

Change-point problems have arisen in many substantive 
fields and change-point detection has been recognized as a 
challenging problem for modern, big data applications [1]. In 
many real regression problems, it occurs frequently that the 
effect of the covariates on the outcome changes abruptly at 
some places, which are called switching-points (SPs) or 
change-points. Locating change-points is an important issue 
in switching regressions because they are indications of the 
time and the way of changes in data pattern. This information 
is usually key to decision making. However, in classical 
regressions, the methods utilized for modelling the non-linear 
effect, such as spline regressions or non-parametric smoothing, 
often neglected this significance of switching-points and the 
resulted regression parameters are not directly interpretable. 
Thus, switching regression models have been advocated by 
researchers as better alternatives for regression problems with 
change-points. 

Switching-point problems occur in many fields including, 
medicine climatology, ecology, and econometrics, e.g. [2], [3] 
and [4]. In medical science, switching-points occur as 
threshold values that the exposure has no impact on the 
response up to an unknown threshold. In econometrics, it is of 
interest to access switching regressions to discover the reasons 
of abrupt changes in the time series data.  

Significant literature has been developed for switching-
regressions since Quandt [5] introduced switching-regression 
models. Much work has focused on testing for switching-
points, e.g. [6,7]. Later researchers have focused on 
estimations for switching regressions [2, 8, 9]. A major 
difficulty in detecting switching-points for regression models 
is the non-smoothness of the likelihood function with respect 

to the switching-point regarded as a parameter.  Muggeo [2] 
adopted Taylor- expansions to bypass non-differentiability, 
allowing for simultaneous maximum likelihood (ML) 
inference on regression parameters and switching-points. 
Muggeo’s segmented regression (SR) method allows for 
multiple switching-points but restricts to continuous 
regression lines. Muggeo’s segmentation algorithm converges 
fast and produces adequate estimates. Furthermore, Muggeo 
[9] proposed the R package segmented for switching 
regressions so that Muggeo’s segmented method has been 
employed in many real applications such as [10, 11,12]. 
However, the continuity assumption may not be suitable in a 
switching regression problem such as in economics or finance 
[13]. Our objective in this study is to advance the 
segmentation method to relax the continuity restriction on the 
regression lines.   

II. METHODOLOGY 

A. Muggeo’s method  
We first review Muggeo’s [2] segmented regression (SR) 

method. Assume Y  and Z are the response and the single 
predictor respectively. For simplicity, other predictors are 
omitted. The segmented model with K SPs can be denoted by 
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Muggeo’s segmented regression method allows for multiple 
switching-points detection but restricted to continuous 
regression lines. 

B. Proposed method 

As aforementioned equation (1.1), Muggeo (2003) 
proposed a segmented regressions models with K switching-
points but the sub-models are limited to be continuous.  For 
real data, the continuity assumption may not be simply 
assumed in a switching regression problem. For example, the 
regression problems in finance or econometrics often occur 
the shift in mean from one segment to the adjacent one. In such 
cases, Muggeo’s method is not feasible. Because of the 
efficacy and the popularity of the SR method, we consider 
advancing SR to be available for discontinuous models. 

 Since jump-points occur at the junction between two 
adjoining segments, we modify Muggeo’s equation (1.1) as 
follows. 
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Based on Muggeo’s method, we summarize equation (1.6) as 
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For the (s+1)  iteration, 
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Thus, the updated estimates for regression parameters can be 
derived via Taylor’s expansion similarly. 

 
( ) ( )

( 1) ( )

( )

s s
s sk k

k ks

k

  


 
    (1.9) 

Note that the (k +1)-th model is as follows 

0 1 1 0( ) ( ) ( )k k k kE y z              . 

Hence, 
( 1) ( ) ( 1) ( ) ( ) ( 1)

0 0 0 0 1 1 0 1 0 0

( 1) ( ) ( ) ( 1) ( 1)

0 0 1

,  ( ) ,  ,

( ) ( )

s s s s s s

s s s s s

k k k k k

y z y z

y z

     

    

  

  


     

      
 

 (1.10) 

where, 
ky   and 

kz  are means of response and independent 

variables for data in the k-th model respectively. Moreover, 
another intuitive method for selecting the initial value of  
jump magnitude   is to find the place at which the 

difference in the  regression mean between two consecutive  
groups formed by several nearby data points appears 
atypically larger than others such as the plots shown in Fig. 1. 
We compute the mean of every four consecutive data points 
and the difference in the mean between two successive 
groups such as the plots shown in Fig. 1. Fig. 1(b) shows an 
extremely large absolute value of jump when the dependent 
variable x is approximately equal to 7.53. Thus, the initial 
values can be set   (0) 2.48   and (0) 7.53  approximately .  

 

III. EXPERIMENTS 

We show the effectiveness of the proposed method 
through some experiments with numerical examples. We  

consider three cases as shown in Fig. 2-6. The true model 
parameters and the sample size (n) considered for generating 
data are shown in each figure respectively. The error terms 
follow a normal distribution with a constant standard 
deviation 0.01. We denote the proposed method by DSR. Note, 
to simplify, we use SP to represent either the locations or the 
number of switching points.  

 

(a) Generated data (b)Selecting the initial of   and    

  
Fig. 1 Deciding the initial   and   

 

 Case 1.1.  n=100, SP=6.5, 

0 i1( ) +iE y x  ,  

10 11( , ) (2, 0.231)    

20 21( , ) ( 1.143, 0.714)     

 Case 1.2.  n=100, SPs:3.3, 7.5 

10 11( , ) (2, 0.455)     

20 21 0.193( , ) ,1. 1( )1 9     

30 31 17.8,( , ) 1( .28)      

Same results by DSR, SR Same results by DSR, SR 

  

Estimates: SP 6.4065  

10 11
ˆ ˆ( , ) (2.005, 0.229)  

20 21
ˆ ˆ( , ) ( 0.919, 0.686)     

Estimates: SP 3.33,  7.51  

10 11
ˆ ˆ( , ) (1.996,0. 1)46    

20 21
ˆ ˆ( , ) ( 0.186, )1.117    

30 31 17.864ˆ ,ˆ( , ) ( )1.286      

Fig. 2 Estimations for a continuous model with one or two SPs  

 

 Fig. 2 shows both methods (Muggeo’s SR and the 
proposed DSR) perform well for continuous models with a 
single or multiple switching-points. Furthermore, the two 
methods result in the same estimates with high precision. 

But, for discontinuous models such as those in Fig. 3-6, 
Muggeo’s SR cannot work well in all discontinuous cases. On 
the contrary, the proposed DSR perform well and produce 
quite accurate estimates in all discontinuous models of a single 
or multiple jumps.  

 

Case 2.  n=100, SP=7.5,
0 i1( ) +iE y x  , 

10 11( , ) (2, 0.5)   ,  

20 21( , ) (8.25, 0)     

Proposed DSR Muggeo’s SR 
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Estimates: 7. 3SP 525  

10 11
ˆ ˆ( , ) (1.969,0. 6)50  

20 21
ˆ ˆ( , ) (8.033,0. 4)02    

Estimates: 5. 6SP 811  

10 11
ˆ ˆ( , ) (1.968,0. 5)50    

20 21
ˆ ˆ( , ) ( 1.032, )1.022    

Fig. 3  Estimations for a model with 1 jump  

 

Case 3.  n=100, SP=6.5,
0 i1( ) +iE y x  , 

10 11( , ) (2, 0.231)   , 

20 21( , ) (1.714, 0.429)     

Proposed DSR Muggeo’s SR 

  

Estimates: SP 6.52  

10 11
ˆ ˆ( , ) (1.963,0. 9)23  

20 21
ˆ ˆ( , ) (1.612,0. 0)44    

Estimates: SP 5.28  

10 11
ˆ ˆ( , ) (1.955,0. 4)24    

20 21
ˆ ˆ( , ) ( 0.142, )0.640    

Fig. 4 Estimations for 1jump-point and changed beta 

 

Case 4.  n=100; SP: 2.5, 6.6;         
0 i1( ) +iE y x   

10 11( , ) (2, 2.4)   , 
20 21 8.6098, 0.2439( , ) ( )  

30 31 5.7647,( , ) ( 1.1765)    

Proposed DSR Muggeo’s SR 

  

Estimates: 2.51, SP 6.63  

10 11
ˆ ˆ( , ) (1.969,2. 9)39  

20 21 8.599ˆ ˆ( , ) )2 1( , 0. 4  

30 31
ˆ ˆ( , ) ( 5.882, )1.190     

Estimates: 3.23 9SP ,7.7  

10 11
ˆ ˆ( , ) (2.321,2. 1)03    

20 21 13.353ˆ ,ˆ( , ) ( )1.294   

30 31
ˆ ˆ( , ) ( 6.031, )1.206     

Fig. 5  Estimations for a segmented model with 2 SPs 

 

Fig. 3-5 shows that Muggero’s SR can provide an estimated 
model but the estimations are unsatisfied. Furthermore, 
Muggeo’s method cannot work totally for models with 
multiple jumps such as the cases in Fig. 6. On the contrary, the 

proposed method perform well and produce rather accurate 
estimates for both continuous and discontinuous models with 
a single or multiple switching-points.  

 

Case 5.1.  n=100,  

SP:2.5, 6.6, 

10 11( , ) (2, 1.2)  

20 21 7.610,( , ) ( )0.244  

30 31 10.824,( , ) ( )0.882     

 Case 5.2.  n=100,   

SP: 2.2, 4.8, 7.5 

10 11( 2,, 0) ( 82).6    

20 21 1.962,( , ) ( 54)1.1  

30 31 11.833, 1.111)( , ) (    

40 41( , ) 4 0 2( , . )      

  

Estimates: SP 2.47,  6.62  

10 11
ˆ ˆ( , ) (1.969,1. 0)20  

20 21 7.599ˆ ˆ( , ) )2 1( , 0. 4  

30 31 10.706ˆ ,ˆ( , ) ( )0.869      

SP 2.17,  4.80,  7.53  

10 11
ˆ ˆ( , ) (1.961,0. 1)69    

20 21
ˆ ˆ( , ) (1.811,1. 8)19  

30 31 11.827, 1.111)( , ) (    

40 41 3.783ˆ ˆ( , ) )1 6( , 0. 7     

Fig. 6 Estimations for models of 2 and 3 jumps respectively 
by DSR 

IV. CONCLUSION 

 Muggeo (2003) introduced a segmented regression 
method for solving linear regression problem with continuous 
switching-points. Muggeo’s method is efficient and work well 
for continuous models and it can be carried out by using the 
segmented package in R. Thus, Muggeo’s method is popular. 
However, in many real applications such as finance and 
industrial engineering, the continuity assumption may not be 
reasonable. This article presents a method to advance the 
feasibility of  the segmented method to dis-continuous models. 
The experiments with numerical examples shown the efficacy 
of the method. The proposed method can deal with regression 
problems with dis-continuous jumps  and connected 
switching-points simultaneously. Furthermore, the new 
method can provide quite accurate estimates.   
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