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Abstract—Anomalous human trajectory detection is a critical
task in security surveillance in working places. Many studies
have been proposed and achieved specific results in abnormal
trajectory detection over recent years. In this paper, a framework
is proposed for detecting anomalies in human trajectories using
clustering methods. In particular, we propose two anomaly detec-
tion methods using two different clustering algorithms: spectral
clustering-based anomalous trajectory detection (SC-ATD) and
DBSCAN-based anomalous trajectory detection (D-ATD). Firstly,
clustering methods are used to find normal trajectory clusters
in the dataset. Then input trajectory is detected whether it is
an anomaly using found clusters. Besides, determining the input
parameters of clustering methods is investigated in this work.
With spectral clustering, we choose the number of clusters using
the WB-index. With DBSCAN, a new cluster quality index (CQI)
is proposed to find an appropriate value of the Eps parameter,
directly affecting DBSCAN’s quality. The proposed methods are
evaluated on a real trajectory dataset: MIT Badge. The results
show that both proposed methods detect anomaly trajectories
with 77.89 % for spectral clustering and 80.83 % for DBSCAN
in terms of F1-score.

Index Terms—Anomalous trajectory detection, LCSS, Spectral
clustering, DBSCAN

I. INTRODUCTION

Anomalies in human trajectories often relate to urgent
situations (e.i., accidents, violent attacks, terrorism and fire).
Therefore, detecting anomaly trajectories may improve safety
and instantly solve risks in working spaces. Many different
methods have been proposed for detecting trajectory anomaly
(e.i., distance-based, density-based, clustering-based methods).

Anomaly trajectory detection using clustering methods aims
to discover normal behaviour clusters in historical trajectories
of humans. The abnormality of a new trajectory is evaluated
based on its relationship and found normal clusters. In order to
identify abnormal trajectories from a taxi GPS dataset, Wang
et al. [1] designed an anomalous trajectory detection approach
applying a hierarchical clustering algorithm. The clusters of
trajectories are first determined using the edit distance and the
hierarchical clustering algorithm. Then, the clusters with just
a trajectory have been labeled as anomalies. The authors of
[2] proposed a two-phase framework for detecting abnormal
trajectories. The hierarchical clustering method was also used
to divide the dataset into clusters in the offline phase. If a
trajectory wasn’t connected to any clusters during the second
phase, it was detected as an anomaly. With clustering methods,

a challenge for researchers is determining the input param-
eters. Some methods have been proposed for selecting the
input parameters [3]–[5]. If the input parameters are selected
appropriately, the clustering performance is improved, and the
anomaly detection efficiency is also boosted. Therefore, we
focus on choosing the input parameters of clustering methods
in this work. In particular, with spectral clustering [6], we
use the WB-index, which finds the appropriate number of
clusters based on the compactness within clusters and the
separation between clusters [7]. With DBSCAN, two required
input parameters are Eps (the radius to find neighbours) and
Minpts (the minimum number of points to create a new cluster)
[8]. In our work, a new cluster quality index called CQI is
proposed to find the suitable value of Eps. Eps is an important
parameter, and choosing it is challenging for DBSCAN. In
contrast, Minpts can be selected more easily based dataset.

This paper contains three main contributions. Firstly, we
proposed a framework for detecting abnormal trajectories in
working places using clustering methods. In particular, two
clustering-based anomaly detection methods are proposed:
spectral clustering-based anomalous trajectory detection (SC-
ATD) and DBSCAN-based anomalous trajectory detection
(D-ATD). Secondly, we apply the WB-index for finding the
number of clusters in spectral clustering and propose a novel
index for selecting the Eps value in DBSCAN. Finally, a per-
formance evaluation for the proposed framework is performed
using the real trajectory dataset: MIT Badge.

II. FRAMEWORK FOR ANOMALOUS TRAJECTORY
DETECTION USING CLUSTERING METHODS

This section presents a framework for detecting trajectory
anomalies based on clustering methods, as shown in Fig. 1.
This framework contains two phases.

In Phase 1, the normal behaviour clusters are discovered us-
ing different clustering methods. In this step, a distance metric
is required to determine the similarity between trajectories. In
our work, the longest common sub-sequence (LCSS) is chosen
[9]. LCSS may be applied to trajectories of different lengths.
Besides, this metric is also robust to noise by using thresholds
to find close points between two trajectories. A distance matrix
of all historical trajectories in the dataset is calculated using
LCSS. The cluster quality indices are used to determine the
input parameters based on the distance matrix. After the
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Fig. 1. Framework for anomaly detection using clustering methods.

parameters are selected, clustering methods are applied to find
the normal clusters in the dataset.

In Phase 2, anomaly detection is performed when a new
trajectory comes. The distances between the input trajectory
and all clusters are calculated to determine whether it belongs
to clusters. In particular, in SC-ATD, each cluster is modeled
by a reference trajectory. If the distance between the input
trajectory and the reference trajectory of the cluster is higher
than a given distance threshold, the input trajectory does not
belong to the cluster. In D-ATD, the neighbour number of the
input trajectory is determined using the Eps value. The input
trajectory belongs to the cluster if the neighbour number is
equal to or higher than Minpts. In both SC-ATD and D-ATD,
if the input trajectory does not belong to any clusters, it is
detected as an anomaly.

III. DETERMINE INPUT PARAMETERS IN CLUSTERING
METHODS

A. The Number of Clusters in Spectral Clustering

In spectral clustering, the number of clusters is required
to be set before performing the clustering algorithm. Finding
the appropriate number of clusters is still challenging for
spectral clustering. To address this problem, we use a cluster
validation index called WB-index [7]. WB-index validates
the performance of clustering methods using sum-of-squares
within cluster (SSW) and sum-of-squares between clusters
(SSB) as in (1):

WB(M) = M × SSW/SSB, (1)

where M is the number of clusters. If SSW is small, the
compactness within clusters is strong. If SSB is large, the

separation between clusters is high. To find the appropriate
value of M , WB-index is calculated over a range of M . When
WB-index reaches to the minimum value, M is selected.

B. The Eps Value in DBSCAN

To determine the value of Eps, a classic method is to
find the knee point on k-dist graph [8]. In this paper, a
new approach is proposed using the evaluation of DBSCAN’s
clustering performance for choosing the Eps value. The results
of DBSCAN contain both clusters and outliers. Therefore, we
use three elements for DBSCAN’s performance evaluation: the
compactness within clusters (CWC), the separation between
outliers and clusters (SOC) and the separation between clusters
(SBC). We define them as follows:

CWC(K) = Mink={1,..., K}IntraCD(Ck), (2)

SOC(K) = Mino={1,2..., O},k={1,..., K}OCD(o, Ck), (3)

SBC(K) = Minl={1,..., K−1},k={l+1,..., K}InterCD(Cl, Ck),
(4)

where IntraCD(Ck) is average distance between trajectories
in cluster Ck, OCD(o, Ck) is the minimum distance between
outlier o and trajectories of cluster Ck and InterCD(Cl, Ck)
is the average distance between trajectories in cluster Cl and
cluster Ck. A new cluster quality index called CQI is proposed
in (5):

CQI(K) = SBC(K) + SOC(K)− CWC(K), (5)

where K is the number of found clusters by DBSCAN
according to a specific value of Eps. To choose an appropriate
value of Eps, CQI-index is determined over a range of Eps
values. When CQI-index achieves the maximum value, the
Eps value is selected.

IV. PERFORMANCE EVALUATION

A. Dataset

In this work, the MIT Badge dataset is used for the methods’
performance evaluation. Since the trajectories are not labelled
in the dataset, we give a hypothesis for anomalies to estimate
the proposed methods, which is presented in the paper [10].

B. Results

This subsection presents the results of choosing input pa-
rameters in clustering methods and detecting anomaly trajec-
tories.

Determining clusters’ number in spectral clustering using
WB-index is presented in Fig. 2. In this experiment, we
evaluate WB-index when the number of clusters changes from
2 to 30. From Fig. 2, the selected number of clusters is 5. At
this value, WB-index is minimum.

In DBSCAN, the Eps value is chosen in Fig. 3. The
maximum value of CQI-index is obtained when Eps = 0.35.
Therefore, this Eps value is selected for performing DBSCAN.
In our work, Minpts is set to 6.

Results of anomaly trajectory detection are presented in
Table I . We evaluate the performance of two proposed meth-
ods: SC-ATD and D-ATD, and compare them to the density
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Fig. 2. Determine the number of clusters in spectral clustering.
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Fig. 3. Determine the value of Eps in DBSCAN.

method. Besides, the Euclidean distance and edit distance on
real sequence (EDR) [11] are also estimated in this paper.
From Table I, SC-ATD and D-ATD achieve better performance
than the density method. This point may be explained that the
input parameters of clustering methods used in the two for-
mers are selected using the cluster quality indices. Therefore,
their performance may be improved. In contrast, thresholds
for anomaly detection in the density method are determined
manually [12].

TABLE I
RESULTS FOR ANOMALY DETECTION IN HUMAN TRAJECTORY

Method Distance metric Recall Precision F1-score

Density
Euclidean 0.6048 0.6634 0.63

EDR 0.6742 0.6556 0.6635
LCSS 0.7115 0.7255 0.7164

SC-ATD
Euclidean 0.6535 0.881 0.7489

EDR 0.7196 0.8016 0.7577
LCSS 0.7874 0.7715 0.7789

D-ATD
Euclidean 0.5686 0.9257 0.7029

EDR 0.6845 0.8632 0.7626
LCSS 0.7771 0.8474 0.8083

With the distance metrics, Euclidean distance obtains the
lowest performance over the three methods. Euclidean distance
is the most straightforward metric for determining trajectories’
distance. This metric requires trajectories of the same lengths

and is sensitive to noises.

V. CONCLUSION

In this work, a framework for detecting anomalous hu-
man trajectories using clustering methods was proposed. In
particular, we proposed two anomalous trajectory detection
methods: SC-ATD and D-ATD. In SC-ATD, spectral clustering
was applied to find normal trajectory clusters in the dataset.
The WB-index is used for choosing the appropriate number
of clusters in the spectral clustering. In D-ATD, we proposed
CQI-index to select the Eps value of DBSCAN instead of
choosing manually. CQI-index was determined based on the
DBSCAN’s quality evaluation. The proposed anomaly detec-
tion methods were estimated on the MIT Badge dataset. The
results showed that our proposed methods detected human
trajectory anomalies.
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