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Abstract —In multivariate time series data, the analysis of 

temporal dependencies is crucial for comprehending 

complex relationships, forecasting trends, and streamlining 

diverse applications. In this study, we proposed a method 

for improving multivariate time series data using temporal 

dependence modeling. Our approach is based on utilizing 

cutting-edge machine learning methods, particularly Long 

Short-Term Memory (LSTM) networks, that are well 

known for their capacity to record complicated temporal 

correlations. We want to reveal hidden patterns and 

dependencies within multivariate time series data by 

employing LSTM networks. We use benchmark metrics 

Mean Absolute Percentage Error (MAPE), Mean Absolute 

Error (MAE), and Mean Squared Error (MSE) to assess the 

effectiveness of our strategy. We run comprehensive tests on 

various datasets to demonstrate the accuracy and 

robustness of our model.  
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1. Introduction 

Temporal dependencies comprise the relationships and 

correlations that develop over time among variables in 

multivariate time series data. These dependencies cover things 

like trends, delayed associations, sequential arrangements, 

seasonality, and other temporal configurations [1]. In a variety 

of industries, including weather forecasting, industrial 

operations, and countless other fields, temporal relationships 

and the study of multivariate time series are vital [2]. The 

capacity to effectively analyze and forecast [3] complex 

dynamics is crucial for achieving optimal decision-making and 

system optimization. Time-series data provides a way to 

examine a variety of factors, including household energy, 

traffic congestion, currency value variations, solar energy 

output, and even musical notation. The data gathered most 

frequently consists of multivariate time series (MTS) data, 

much as how a utility company may track the power use of 

numerous consumers. The complex and changing connections 

between many series [4] might be important, but observing and 

understanding them can be challenging. The systems that 

people use are getting more complicated as science and 

technology advance. As a result, using the LSTM networks to 

analyze temporal connections within multivariate time series 

and the idea of digital twins together create a potent method of 

comprehending and forecasting complex systems. These 

methods offer fresh opportunities for boosting effectiveness, 

preventative maintenance, and decision-making support across 

numerous industries, ultimately boosting productivity, 

dependability, and system performance.  

 

2. Related work   

With the advancement of deep learning, an increasing number 

of scholars are aiming to employ deep learning techniques for 

modeling the analysis of Multivariate Time Series (MTS). The 

RNN and its diverse adaptations stand out as the quintessential 

sequence-based deep learning model. However, achieving 

convergence can be complex due to the inherent susceptibility 

of standard RNN models to encountering issues like vanishing 

and exploding gradients [5].  The use of LSTM, a method that 

is still widely used in many sequential models, has helped to 

some extent to alleviate the problem of disappearing gradients 

in RNN. To forecast time series patterns, [6] coupled LSTM 

and the conventional genetic algorithm. The best LSTM 

configuration was found using a genetic algorithm, which 

allowed for the efficient application of time series data from 

the petroleum industry, [7] used LSTM in the area of supply 

chain analysis and forecasting. When LSTM was used to 

measure power load within an early warning system for power 
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compliance, remarkable results were obtained. Additionally, 

[8][9] investigated several power consumption time series 

datasets using LSTM for evaluation. The effective forecasting 

of carbon pricing was achieved in [10] by the combination of 

the random forest technique and LSTM. In order to forecast 

daily precipitation time series data, [11] also built a self-

encoding network with LSTM roots. Another work by [12] 

used LSTM to analyze historical data from oil well production 

and provide conclusions. 

 

However, recurrent neural networks (RNNs), a crucial 

subcategory of neural networks, are used in the analysis of 

sequence data. However, the RNNs struggle with vanishing or 

bursting gradients, which makes it difficult for them to solve 

the problem of long-term dependencies. Long short-term 

memory (LSTM), a particular kind of RNN, adds gate 

mechanisms that successfully prevent the problems of mistake 

disappearance or amplification during back-propagation [13] 

in order to alleviate this. Unlike existing methods, StemGNN 

[14] adopts a novel methodology to simultaneously capture 

inter-series correlations and temporal dependence in the 

spectral domain. Investigating temporal dependencies is a 

crucial task in order to find temporal patterns in historical time 

series data, taking into account time lags and gaps in the data. 

This is because the industrial Internet of Things (IIoT) 

applications' time series data [15] operate within a dynamic 

system that is constantly changing. By enabling the smooth 

incorporation of real-time raw data from the field into digital 

twin systems, sensor technologies play a crucial role in 

Industry 4.0. However, it is important to remember that [16] 

sensor malfunction may be caused by either intrinsic problems 

or external environmental conditions. 

 

3. Experimental result  

In this section, we will comprehensively outline the 

experimental settings that were employed for developing both 

the proposed model and the reference models using authentic 

datasets. Furthermore, a concise summary of the reference 

models and the criteria for evaluating their effectiveness will be 

presented for the purpose of comparing their performance with 

the proposed model.  

3.1 Dataset and Preprocessing  

The BATADAL dataset contains a number of sensors and 

actuators that monitor and regulate the water flow in a network. 

It includes both typical operating situations and numerous 

simulated cyber-physical assaults, like sensor spoofing and 

actuator assaults, which might impair the system's performance 

and perhaps cause issues with the water supply.  

Utilizing the StandardScaler to normalize the input variables is 

the initial strategy for addressing the sparse nature of IIoT data. 

Standard scaling is used in this transformation to change the 

data's mean and standard deviation to 0 and 1, respectively. By 

redistributing the data distribution around 0, this scaling 

technique increases the efficiency of some machine learning 

algorithms. To scale the input data 'inputs' uniformly, the 

StandardScaler is used. Managing missing values in a dataset 

can be difficult when training machine learning models. 

Utilizing the SimpleImputer approach allows for the 

management of this issue. This strategy calls for substituting 

appropriate values for any missing values. The "mean" 

technique was chosen in this situation, which implies that 

missing values are replaced with the average of the values 

already present in the appropriate column. 3.2 Evaluation 

metrics  

To evaluate the efficiency of the models, various indicators 

were utilized, encompassing mean absolute percentage error 

(MAPE), mean absolute error (MAE), and root mean square 

error (RMSE). In situations where prediction accuracy is 

frequently expressed as a percentage, employing the MAPE 

metric proves advantageous for quantifying prediction precision. 

The MAE calculates the average discrepancy between the 

model's forecasts and the factual data. On the other hand, the 

RMSE gauges the standard deviation of the model's predictive 

outcomes. A lower value signifies enhanced model efficacy. 

The explanations for these three criteria are provided below:  

  

𝑀𝑀𝐴𝐴𝐴𝐴𝐴𝐴 = (1
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(2) 

𝑅𝑅𝑀𝑀𝑀𝑀𝑀𝑀 = √1
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(3) 

 

All three assessment standards were applied, representing the 

actual value of the ith instance, signifying the predicted value of 

the ith instance, and denoting the mean value across n samples.  

Our model's loss function is the Mean Absolute Error (MAE), 

as detailed in Section 3.1. The training of our model was 

conducted using the Adam optimizer in combination with the 

LSTM model.  

 

 

 

 

 

 

 

369



3  

  
 

Algorithm: Training Process    

 
 Require Epoch, TimeSeries, Target, Length of delay, period.  

for t in range(1,len(TimeSeries)):                    
     Zp = TimeSeries 𝑡𝑡 − 𝑙𝑙𝑑𝑑 𝑡𝑡  
        Zp = TimeSeries 𝑡𝑡 − 𝑙𝑙𝑝𝑝 ∗ 𝑝𝑝)] ∷ 𝑝𝑝           
           Instance = 𝑍𝑍𝑑𝑑 𝑍𝑍𝑝𝑝 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝑡𝑡 −                              
              θ = initialize_parameter()                     
for iteration in range(NumIteration):                
       
random_instances=random_selection(Dataset,batch_size)   
for 𝑍𝑍𝑑𝑑 𝑍𝑍𝑝𝑝 Label in random_instances:  
    Prediction =TD_LSTM_model_forward 𝑍𝑍𝑑𝑑 𝑍𝑍𝑝𝑝 𝜃𝜃                 
      Loss = compute_loss(Prediction, Label)    
          θ = optimize_parameters(θ, loss)  
    Trained_Model = TD_LSTM_model_with_parameters()  
  
  

 
Figure 1: Training and Validation loss  

 

Discussion  

We compare our model with some other baseline models. The 

reference models encompassed DA-ConvLSTM [13], 

StemGNN [23], and LSTNet [1]. The one-dimensional CNN 

was employed for handling time series data, while LSTM [11] 

represented the conventional sequential model, and GRU [13] 

denoted an enhanced variant of LSTM possessing fewer 

parameters. These models were integrated with a dense layer 

featuring a solitary hidden unit. DA-ConvLSTM [13] stands as 

a recent entrant in the realm of MTS prediction models. This 

model incorporates dual attention layers and a Conv. layer to 

effectively capture both temporal and spatial correlations within 

the MTS. Notably, it has demonstrated impressive performance. 

For our experimentation, we adopted the training configurations 

as outlined by the original authors. LSTNet [1] integrates the 

lightweight LSTM to capture immediate and prolonged 

dependencies in a concerted manner. All the baseline was 

trained using the NASDAQ100 dataset while ours used the 

BATADAL dataset. We were able to improve our system by 

capturing the temporal dependency and evaluating it using the 

three evaluation metrics.  

  

Table 1: Model comparison with other models in the 

literature.  

 Methods    BATADAL    

  

DBN-LSTM [2]  

MAPE  MAE  RMSE  

1.1373  0.5583  0.6936  

LSTNet [17]  0.2325  0.1133  0.1615  

DA-ConVLSTM [6]  0.1958  0.0962  0.1416  

TSA-Conv-LSTM [5]  0.1549  0.0763  0.1216  

Ours  0.0153  0.6952  1.5140  

  

 
Figure 2: Error metrics comparison using MAPE, RMSE, 

and MAE. 

 

We carried out extensive studies utilizing benchmark measures 

including Mean Absolute Percentage Error (MAPE), Mean 

Absolute Error (MAE), and Mean Squared Error (MSE) to 

confirm the effectiveness of our technique. These metrics 

allowed for a thorough examination of the effectiveness of our 

model. 

 

4. Conclusion  

This study introduces a novel approach to enhance multivariate 

time series data analysis by leveraging the power of temporal 

dependence modeling. Our methodology revolves around the 

application of state-of-the-art machine learning techniques, 

specifically Long Short-Term Memory (LSTM) networks, 

renowned for their ability to capture intricate temporal 

correlations. Through the utilization of LSTM networks, we 
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aim to uncover concealed patterns and interdependencies 

embedded within the multivariate time series data. The 

significance of our proposed method lies in its potential to 

revolutionize the way we comprehend and exploit multivariate 

time series data. By harnessing the capabilities of LSTM 

networks, our approach offers a pathway to better understand 

complex dynamics, forecast trends, and optimize various 

applications.  

However, there are still problems that we can enhance our 

system.  

1. The temporal dependency remains highly reliant on 

LSTM units, indicating that the model's complete 

parallelization is not feasible.  
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