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Abstract—Federated learning (FL), in contrast to traditional
centralized learning, has gained significant attention as it enables
the training of high-performance neural networks by maintaining
user data locally while exchanging model updates between the
server and clients, i.e., end-to-end network exchange. However,
in practical environment, when considering various anonymous
participants’ computational resources, only a minority of clients
can comply with the constraints imposed during the server-side
training process. To address this issue, we propose Adaptive
Scaling-Federated Learning (AS-Fed) based on Deep Q-Network
(DQN) to dynamically orchestrate client’s local data, allowing the
inclusion of a larger number of clients in the training procedure.
Our experimental results demonstrate that the proposed AS-
Fed approach outperforms the legacy scheme, achieving higher
normalization performance during the training process.

Index Terms—federated learning, adaptive scaling, normaliza-
tion performance, Deep Q-network

I. INTRODUCTION

THANKS to remarkable advancements in hardware and
improvements in communication environments, in recent

years, there has been a significant increase in the generation
and storage of large-scale data from various edge devices such
as smartphones, home appliances, and sensors. To effectively
train high-performance neural network models that capture the
unique characteristics of this massive device data, Federated
Learning (FL) has been proposed [1], [2]. FL enables train-
ing models locally on heterogeneous devices by exchanging
models between the server and clients, thus preventing the
leakage of sensitive user data and achieving advantages such
as reduced communication and storage costs.

Due to these benefits, there has been numerous research
in recent years to expand FL into practical applications.
McMahan et al. [3] proposed FedAVG, which improved the
training efficiency of FL by performing multiple local updates
on user devices. Li et al. [4] introduced FedProx, which
applied a proximal term to aggregate partial tasks from diverse
user devices. Chai et al. [5] mitigated training delays through
the classification of user devices with similar responsiveness
using Tier in FedAT. Xie et al. [6] proposed FedAsync to
efficiently aggregate user devices in a non-IID environment.
This approach normalizes staleness weights to control asyn-
chronous noise, adapting parameters to achieve non-convex
optimization. Furthermore, various research efforts have been
conducted to overcome the limitations of heterogeneity, a
major challenge in FL. [7]–[10]

However, despite these diverse efforts, existing approaches
are fundamentally designed to exclude user devices that do
not comply with the training constraints imposed by the
server. This not only hinders the global model’s normalization
performance to train on a wider range of data but also results
in wastage of user device resources.

To address these issues and maximize the participation of
user devices in the training process, this paper proposes AS-
Fed. AS-Fed analyzes the training constraints imposed by the
server and the available resources of user devices using Deep
Q-Network (DQN). In other words, the server coordinates
whether or not user devices connected to the network partici-
pate in training, and when participating, the size of data to be
trained. To evaluate the performance of AS-Fed, experiments
are conducted on benchmark datasets under various training
constraint environments. The results demonstrate that AS-Fed
achieves higher normalization performance compared to other
FL schemes aimed at improving training efficiency.

The remainder of this paper is as follows: Section 2 explains
the system model of AS-Fed, Section 3 performs problem
statement and implementation of AS-Fed, Section 4 presents
the experimental results, and finally, Section 5 concludes the
paper.

II. SYSTEM MODEL

Fig. 1. Example of federated learning training sequence.

Figure 1 illustrates the training process of Federated Learn-
ing (FL). FL is divided into four sub-procedures, totally
referred to as global iterations. Through the repetition of these
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global iterations, the central server updates the global model.
We assume an environment where diverse anonymous user de-
vices (clients) are connected to the server. In the first procedure
of the t-th global iteration, the central server randomly selects
clients St to participate in training and broadcasts copies of
the global model Wt to each client. In the second procedure,
each participating client assigns the received copy of the
global model as its local model. Then, each client performs
local updates, following the training procedure defined by the
central server, for a specified number of iterations using the
local data they possess.

wi
t,k := wi

t,k − η∇Fi(w
i
t,k, Di), k = 1, 2, · · · ,K (1)

where, K is the number of local updates determined by the
server, and wi

t,k is a i-th participating client’s local model that
performs the k-th local update in the t-th global iteration. η
is the learning rate and Di is the local data of i-th client.

In the third procedure, participating clients transmit their
updated local models to the central server before a prede-
termined time limit expires. If a client fails to complete the
second procedure within the time limit, it is automatically
discarded and not aggregated. In the fourth procedure, the
central server aggregates the updated models received from
participating clients. Then, the global model is updated by
performing a weighted sum proportional to the size of local
data for each participating client as

Wt+1 =

|St|∑
i=1

|Di|
Dt

W i
t , where

|St|∑
i=1

|Di|
Dt

= 1, (2)

and where W i
t is the updated local model of the i-th participat-

ing client. St is the set of participating clients in the t-th global
iteration, and Dt is the sum of local data of all participating
clients. Through the repetition of these procedures, the global
model gradually converges to an optimal point.

However, in the FL training process where anonymous
clients participate, only a minority of clients satisfy the two
requirements imposed by the server: (1) performing a fixed
number of local updates and (2) uploading the updated model
to the central server within a specified time limit. This is
because each participating client has different computational
resources, communication conditions, and local data sizes. The
existence of such heterogeneous clients can reduce the overall
data size that the server can train on and can be a cause of
performance degradation in the global model. Therefore, it
is necessary to find an moderate approach that considers the
diverse resource environments of heterogeneous clients while
satisfying the constraints of the central server.

III. ADAPTIVE SCALE-FEDERATED LEARNING (AS-FED)

In this section, we propose AS-Fed (Adaptive Scale-
Federated Learning) to maximize the participation of training
participants. First, we present 1) the problem statement of AS-
Fed and 2) describe its implementation.

A. Problem statement of AS-Fed

To enable heterogeneous training participants with limited
resources on their respective devices to perform model training
effectively, it is necessary to adaptively adjust the size of the
training data used. Therefore, AS-Fed employs adaptive data
scaling based on Deep Q-Network (DQN) to allow diverse
participants to participate in the training procedure, despite
the training constraints imposed by the server.

There are three main factors that influence the training time
of multiple clients participating in the global model training
of AS-Fed: 1) Training data size, 2) Computation time, and
3) Transmission time.

1) Training data size: Within each global iteration, the
clients ci belonging to the client set St selected by the server
at the beginning of the t-th global iteration participate in the
training using their respective local data. During the limited
training time for each participant, the size of the data they will
train on can be determined as follows:

Dci = K × |dci |, ci ∈ St (3)

where, K is the total number of training epochs limited by the
server, and |dci | is the size of local data held by participating
client ci.

2) Computation time: Participating clients ci ∈ St partic-
ipate in training with different computing resources. Accord-
ingly, Fci is defined as the CPU frequency of the participating
client. If the client consumes fci to process one sample local
data, the client ci computation time TCom

ci is expressed as:

TCom
ci =

Dci × fci
Fci

(4)

3) Transmission time: The server-side training deadline
includes the time for participating client ci ∈ St to perform
local updates and then upload the updated model W t

i to the
server. Therefore, if the uplink frequency of the participating
client is Aci , the transmission time TTrans

ci of the client ci is
expressed as follow

TTrans
ci =

|W t
i |

Aci

(5)

where, |W t
i | is the parameter size of the local model updated

by client ci.
The total training time TTrain

ci taken by the participating
client ci for local update based on the above three factors is
expressed as

TTrain
ci = TCom

ci + TTrans
ci ≤ T deadline (6)

When assuming that the availability of resources remains
constant for participating clients throughout the training pro-
cess, the factor that has the greatest impact on the overall
training time TTrain

ci is the size of the training data |dci |.
Therefore, if the server can pre-determine the training data
size of participating clients, even in a fixed training constraint
environment, more clients can complete the training procedure
while meeting the deadlines. In AS-Fed, the server also
distributes a copy of the global model Wt along with the
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scale coefficients determined via the DQN model. This allows
clients to adjust the size of the local data used for training in
heterogeneous resource environments.

B. Implementation of AS-Fed

Fig. 2. Illustration of AS-Fed architecture.

Figure 2 illustrates the architecture of AS-Fed. In the
conventional FL training procedure, N participating clients
were randomly selected. However, in AS-Fed, the server
prioritizes the selection of N clients from the network-
connected clients using the DQN model. Simultaneously, the
DQN model outputs scaling coefficients within the [0,1] range.
Subsequently, the server sends these scaling coefficients along
with a copy of the global model to the selected N clients. The
clients utilize the received scaling coefficients to perform the
training procedure using locally scaled data that matches the
distribution of their current local data.

To train agent via DQN model, the server conducts offline
training of the agent. The states, actions, and reward functions
for training the agent to obtain the optimal scaling coefficient
are defined as follows

States : The agent observes the information regarding the
available resources of the current connected user device and
generates the state sci based on it. The available resource
information of the participating client ci is defined as sci =<
|dci |, Fci , Aci , µci [t] >. where, µci [t] is the aging term, which
means the number of global iterations in which the client ci
is not selected by the server, and is expressed as

µi[t+ 1] = (µi[t] + 1)× (1− ii,t), ii,t ∈ {0, 1} (7)

where, ii,t is an indicator variable indicating whether or not
the server has selected.

Actions : To scale the size of the local data for the
participating clients during training, scaling coefficients in the
range of aci = [0, 1] are defined. To prevent DQN model
saturation caused by an excessive action space, the scaling
coefficients are divided into increments of 0.1, ranging from
0 to 1.

Reward functions : The reward function is designed to
optimize the selection of participating clients. The server-side
DQN agent should coordinate as many participating clients as
possible to participate in the training process, while each client

trains on a larger number of local data. The reward function
for this is expressed as

Rci =




min(α,
µci

µAV G × Tdeadline−TTrans
ci

TTrain
ci

−Tdeadline
ci

),
T com
ci

Tdeadline−TTrans
ci

≤ 1,

−1,
T com
ci

Tdeadline−TTrans
ci

> 1,

1, aci = 0.
(8)

where α is the maximum reward limit to avoid diverging
the DQN model. µAVG is the average of µci of all clients
connected to the network. Meanwhile, through aci of the
DQN model, the server can decide whether or not the client
participates in training. If aci is 0, the client is excluded
from training. Accordingly, the DQN model performs an
optimal choice between client exclusion and participation by
some scaled local data. This allows the server to approximate
Q̂ : S × A → R the parametric function to non-linear state-
action pairs. Accordingly, the DQN training at each time step
t is formulated as follow

L(θtraint ) =


<s,a,r,s′>∈Db

(yDQN
t − Q̂(s, a; θtraint ))2 (9)

where yDQN
t is expressed as

yDQN
t = rt+1 + γ max

a′∈A
Q̂(s′, a′; θtargett ) (10)

where θtraint is a set of weights that are updated at time
step, and θtargett is a delayed weight that is copied at regular
intervals to stabilize the training. Through this, the server can
perform progressively optimized participating client selection.

IV. PERFORMANCE EVALUATION

A. Simulation setup

To evaluate the performance of AS-Fed, we assume the fol-
lowing experimental setup. The benchmark dataset used in the
experiments is CIFAR-10, consisting of 10 classes with 5,000
training data and 1,000 test data per class. There are a total of
1,000 clients connected to the network. Each client possesses
200 local data, and the local data for each client follows
an independent and identically distributed (IID) distribution
with 20 uniformly sized samples per class. The sample data
processing speed Fci

fci
, based on the CPU frequency of each

client, takes random values between 1 and 30. The parameter
TTrans
ci for participating client ci is randomly chosen between

1 and 10. In each global iteration, 20 clients are selected to
participate in the training procedure. Additionally, each client
performs K = 5 local updates in one global iteration. The
training deadline T is set as the average of the mean training
time for all clients, normalized to 1.

B. Impact of AS-Fed

In this section, we evaluate the training performance of
AS-Fed based on the training deadline. Figure 3a presents
a performance comparison when the deadline T is set to 1.
AS-Fed demonstrates higher accuracy and faster convergence
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Fig. 3. Test set accuracy vs. global iteration for Cifar-10 under T = [1, 0.5] setting

compared to other existing FL schemes such as FedAVG
and FedProx. Specifically, AS-Fed achieves accuracy im-
provements of [2.47%, 2.33%] over FedAVG and FedProx,
respectively. This can be attributed to AS-Fed’s aggregation
of more clients in the training procedure through training data
scaling in each global iteration and the utilization of fresher
training data through the aging term µci [t].

Figure 3b shows the performance comparison when the
deadline T is reduced to 0.5. As observed from the figure,
both FedAVG and FedProx experience accuracy degradation
compared to the T = 1 scenario. Specifically, FedAVG and
FedProx suffer accuracy reductions of [7.68%, 3.78%], respec-
tively. This can be attributed to a larger number of clients
failing to process the server’s training constraint and being
dropped. Consequently, the global model is trained with fewer
data, leading to a decrease in normalization performance. On
the other hand, as depicted in Figure 3b, 3c, AS-Fed adapts
its local data size through training data scaling, resulting in
minimal changes in the number of dropped clients even with
the reduction in T . Therefore, AS-Fed effectively trains with
a larger number of unique local data, leading to a smaller
accuracy drop of 1.79% compared to other FL schemes. These
experimental results demonstrate that AS-Fed successfully
performs training in the heterogeneous resource environment
of FL through adaptive training data scaling.

V. CONCLUSIONS AND FUTURE WORKS

In this paper, we propose AS-Fed, a method for adaptively
scaling training data in the heterogeneous resource environ-
ment of FL. AS-Fed leverages a server-side DQN model to
select participating clients and adjust the training data size
using scaling coefficients. This enables a diverse set of clients
to overcome server-side training constraints and participate
in the training procedure, providing the global model with
opportunities to train on more unique local data. Experimental
results demonstrate that AS-Fed achieves higher test accuracy
compared to legacy FL schemes, showcasing its effective-
ness in maintaining normalization performance. For future
work, we will explore client-driven resource allocation in
dynamically changing resource environments of FL, aiming to
effectively train models even in scenarios where user devices
exhibit dynamic resource availability.
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