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Abstract—In virtual reality, the importance lies not only in
digitally replicating real spaces, assets, forms, and actions but
also in digitalizing the movements of individuals within these
spaces from the perspective of digital twin technology. However,
traditional methods, which require the use of Head Mounted
Displays (HMD), VR devices, and various sensors attached to
humans, impose significant constraints when reflecting the diverse
actions of users within the actual digital twin. To overcome this,
we introduce the ’Digital Human Interaction based on Mono
Camera” method. This approach simulates full-body human
actions using an easily accessible mono camera. Through this
method, we’ve identified the potential to broaden the range of
user movements that can be mirrored in virtual reality while
significantly reducing costs. Crucially, our approach is future-
oriented and universally applicable because it does not require
specialized equipment or sensors.

Index Terms—Virtual Reality, Digital Twin Technology, Digital
Human Interaction, 3D Pose Estimation, Avatar Construction

I. INTRODUCTION

Digital Twin (DT) seamlessly integrates cyber and physical
spaces, offering a realistic simulation and monitoring experi-
ence for product design, production, prediction, and anomaly
detection in advanced manufacturing, PLM (Product Lifecycle
Management), and smart healthcare sectors [1]. For a digital
twin to accurately reflect the real world, it must encompass
not only entities such as digital devices and spaces but also
human entities that interact with other digital twins within
that space [2], [3]. To digitalize these human entities, we need
digital human interaction technology that mirrors real human
movements onto virtual humans in real-time. Recent studies
have introduced various methods to project human movements
onto virtual avatars. Some of these methods use KinectV2
and Basler sensors to extract user joints, implementing vir-
tual animation tracking through mathematical calibration [4].
Others employ real-time depth cameras and HMD, like the
Oculus Quest, to execute full-body skeleton tracking provided
by Microsoft Rocketbox avatars [5]. While the majority of

Myeongseop Kim is the corresponding author and also first author.
This work was supported by the Technology Innovation Program (20018295,
Meta-human: a virtual cooperation platform for a specialized industrial
services) funded By the Ministry of Trade, Industry Energy (MOTIE, Korea).

Korea Electronics Technology Institute
Seoul, Korea
tachyeon.kim @keti.re.kr

641

Korea Electronics Technology Institute
Seoul, Korea
ktechlee @keti.re.kr

research utilizes Kinetic sensors and HMD to capture real-
time body movements [6], some studies have mirrored real
human movements in the cyber world using devices attached
to humans, such as the AR arm [7] and Hi5 VR gloves
[8]. However, methods relying on depth cameras or wearable
devices encounter limitations in their broad applicability. Our

(a) Real-time Digital Human Interaction

(b) Digital Human Interaction pipeline
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Fig. 1. (a) Real-time digital human interaction, (b) Digital human interaction
pipeline

innovative digital human interaction method, as illustrated in
Fig 1, employs a universally applicable mono camera to create
an avatar that replicates a person’s full-body movements,
eliminating the need for specific devices or additional sensors.
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Additionally, we’ve incorporated a Mediapipe Pose 3D pose
estimation model into the system, enabling precise posture
estimation using just the mono camera. This estimated skeleton
data is harnessed to rig the movements of the digital human,
leveraging inverse kinematics. We believe that this strategy
is apt for future-focused digital human interaction and can
seamlessly integrate into digital twin scenarios.

II. DIGITAL HUMAN INTERACTION BASED ON MONO
CAMERA METHOD

As illustrated in Fig 1, we capture real-time video images
using a mono camera and extract key points of the human
body using 3D pose estimation technology. Ultilizing this
extracted data, we construct avatars in Unity, a leading virtual
reality environment, to facilitate digital human interaction [9].
For avatar construction, we employ the Skinned Multi-Person
Linear (SMPL) [10], a realistic 3D human body model that
is parameterized based on the body’s shape and pose. To
implement the digital human interaction system, we rig the
animation of the digital human avatar using the extracted 3D
pose estimation data, leveraging inverse kinematics [11] from
computer graphics and applying forward rotation correction.

A. Apparatus and Environments

The mono camera we used for digital human interaction is
highly versatile. It encompasses models such as the Logitech
C930, Logitech 4K Pro Magnetic, and even built-in webcams
on laptops, all without specific constraints. We employ a single
camera to capture the input video for the 3D pose estimation
model. Our system operates within an environment powered
by the Unity 3D engine, which is used to realize the digital
human. This system was implemented using Unity version
2021.2.3f1.
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Fig. 2. 33 Pose Landmarks [13]

B. 3D Pose Estimation

With advancements in computer vision technology, mark-
erless gait analysis based on video footage has become fea-
sible using pose estimation models such as OpenPose [12],
BlazePose [13], and YOLO-Pose [14]. These pose estimation
techniques employ computer vision and machine learning
algorithms to extract human poses from videos and track the

movement of the body’s joints and limbs in 2D or 3D spaces.
Notably, Mediapipe Pose, an open-source tool developed by
Google and built upon the BlazePose model, offers faster
inference speeds and more reliable results than other models
[15]. As a result, we developed a Pose detector integrated
with Mediapipe Pose to execute 3D pose estimation from
real-time video captured by a Mono Camera. Leveraging this
technology, we can real-time estimate the pose of a person’s
body, face, and hands using 33 key points (as shown in Fig
2). We utilize specific data from these estimated key points to
rig the avatar’s animation.

(a) (b)

Fig. 3. (a) SMPL body key points, (b) Our body key points

C. Avatar Construction

For avatar construction, we utilize the SMPL model, which
is widely accepted for representing realistic human body poses
and is extensively used for 3D pose estimation of humans in
images and videos [16]. We synchronized the SMPL model
with real-time user movements using inverse kinematics (IK),
a crucial technique in animation, by leveraging specific joint
coordinates. In Unity 3D, we first repositioned the results of
the 3D Pose Estimation onto the avatar object for animation
rigging. We then executed avatar animation rigging using the
IK tool and a Unity Asset [17] designed for human IK control.
However, as the pre-defined body keypoints of the SMPL
model (as shown in Fig 3 (a)) and the results from our 3D pose
extraction (Fig 3 (b)) are not identically structured, we couldn’t
match them one-to-one. Thus, we individually implemented IK
rigging for the arms and legs, which could be matched. Since
IK dynamically implements joint movements based on the
endpoint of a fixed object, animation issues arise when rigging
the body from non-frontal views. Therefore, we projected the
3D Pose estimation results onto the XZ plane and calculated
a vector orthogonal to the extension line connecting both hip
coordinates, which serve as the body’s center. By rotating
the avatar object based on this, we meticulously adjusted the
digital human avatar.

III. RESULTS AND DISCUSSION

In the realm of virtual reality, ensuring that digital rep-
resentations of human beings are accurate and dynamic is
crucial. Through our study, we have taken significant strides
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toward this objective by leveraging widely accessible mono
cameras. Here, we discuss the implications of our findings,
their advantages, and potential areas for future refinement.

Utility of Mono Cameras: Traditional digital human inter-
action methods, reliant on depth cameras and wearable de-
vices, often face limitations, especially in broader applicability.
Our innovative approach using a universally applicable mono
camera represents a potential game-changer. By eliminating
the need for specialized equipment or sensors, our method
becomes financially feasible and universally applicable.

Performance of the 3D Pose Estimation: Integrating the
Mediapipe Pose model for 3D pose estimation has proven
to be a strong decision. This model, developed by Google,
has provided faster and more consistent results than other
existing models. Given that our approach solely depends on
the accuracy of pose estimation for avatar construction, this
choice reinforces the reliability of our methodology.

Efficiency in Avatar Construction: Utilizing the SMPL
model coupled with inverse kinematics for avatar construction
within Unity 3D was pivotal. This combination allowed for an
accurate and dynamic replication of real human movements.
However, some challenges arose due to the misalignment
between the predefined keypoints of the SMPL model and our
3D pose extraction results. In the future, refining the process
to bridge this gap more efficiently could further enhance the
realism of the digital avatars.

Implications for Digital Twin Technology: Our method,
rooted in the ”Digital Human Interaction based on Mono
Camera” approach, presents significant implications for Digital
Twin Technology. Given that the core of Digital Twin is to
integrate cyber and physical spaces seamlessly, our research
effectively addresses the human element, which has often been
a complex component to digitalize accurately. Now, with a
simple mono camera setup, the range of human movements
that can be mirrored in virtual reality has widened substan-
tially.

IV. FUTURE WORKS

While our approach is groundbreaking, it is not without lim-
itations. For instance, as the full accuracy of avatar movements
in non-frontal views remains a challenge, future research can
explore methodologies to overcome such constraints. More-
over, further optimization of the system for even more diverse
camera models can ensure the ubiquitous application of this
technology.

V. CONCLUSION

In conclusion, the “Digital Human Interaction based on
Mono Camera” method showcases significant promise in revo-
lutionizing the way we approach digital human representation
in virtual spaces. By simplifying the apparatus while maintain-
ing or even enhancing accuracy, our research paves the way
for the more accessible and widespread adoption of virtual
reality and digital twin applications.
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