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Abstract—File fragmentation is one of the widely studied
subjects for several decades due to its considerable degradation
on I/O operations. Also, it is a well-known problem in academia
that file fragmentation on HDD disks can extremely lower
the throughput and increase tail latency. However, even with
modern storage devices, such as flash-based SSDs and Optane
SSDs, the highly fragmented file systems shows considerable
underutilization of the storage device. Due to the different
nature of the modern storage systems in comparison to the
conventional disks, the fragmentation is often called ‘aging’.
This paper shows an overview of the aging of modern storage
devices and their fragmentation effects. Also shows the survey
of file fragmentation and its related literature, showing the
studies discovering fragmentation in file systems, and mitigation
techniques which suitable for modern storage devices.

Index Terms—Fragmentation, File system aging, Defragmen-
tation

I. INTRODUCTION

SSD device is commonly chosen as secondary memory

for storage sub-systems in I/O intensive systems due to their

high performance, resulting in taking the place of rotating

disks(HDDs). Especially, modern storage devices with multi-

ple internal buses and internal physical buffers (e.g., DRAM)

have been widely adopted for enterprise cloud storage or

cluster servers to support evergrowing data processing load in-

duced by data-intensive applications. The increasing through-

put and low latency by leveraging the internal parallelism of

modern storage devices have distinct advantages in comparison

to the conventional HDD disk, and the fragmentation of the

file system is known to be a solved or negligible problem.

However, SSD-backed storage sub-systems could suffer

from file fragmentation as the file operations(create, delete,

move, truncate). Even systems like a data center or a cloud

service that have to deal with a large amount of I/O operations

coming in between multiple applications can suffer from

high fragmentation due to the increased overhead driven by

scattered blocks all across non-contiguous block addresses. For

example, the EXT4 file system has its designated defragmen-

tation tool called e4defrag and it could improve the overall

performance of the file system by re-allocating the dispersed

blocks into contiguous block space. But the process is done

with a single thread, which could be adequate for a con-

ventional HDD device, hindering the overall defragmentation

process and making maintenance of the storage slow. Also,

the single I/O request from the application tends to amplify

into multiple small I/Os.

In this paper, we investigate studies on file fragmentation,

especially for modern storage devices(i.e., flash-based SSD,

Optane SSD). We present an existing defragmentation process

of the EXT4 file system to enhance further knowledge on file

defragmentation. Furthermore, we conduct a comparison in

terms of the reason for fragmentation and mitigation methods

for fragmentation. The rest of this paper is organized as

follows. Section II describes fragmentation on file systems

and SSDs. Section III presents the literature which explains

the cause of the fragmentation, and studies with proposals on

efficient defragmentation for modern storage systems. Finally,

Section IV concludes this article.

II. FILE FRAGMENTATION

If the file system has become highly fragmented, the logical

block device cannot handle I/O requests from the application

layer written on contiguous block space. The file system needs

to allocate a single file to the number of divided extents more

frequently than before, resulting in performance decrease.

A. Fragmentation on SSDs; aging

Fragmentation on traditional HDD disks leads to a persistent

drain on overall I/O performance [1] due to the inherent

mechanical seek time involved. To address the issue, regu-

lar defragmentation processes (i.e., e4defrag) are essential

for avoiding the suboptimal performance of HDD-equipped

subsystems.

In contrast, flash-based storage devices do not require

further mechanical seek operation. Therefore, it is generally

believed that file systems utilizing SSD devices do not ne-

cessitate additional defragmentation processes. But even on

flash-based SSDs, deterioration in logical block locality (non-

contiguous logical blocks) can still have a negative impact

on performance [2], [3]. Several papers show that non-HDD

storage devices suffer from various reasons. The amplifi-

cation of the I/O request, under-optimized kernel storage

I/O subsystem, recurring problem on mobile flash storage,

and even free-space(the unused disk blocks) aging can be

the reason for under-utilization while aging of modern SSD

devices [4]–[6]. Furthermore, as tools used to invoke aging

experimentally [7] are continuously being studied, file system

fragmentation(aging) in SSDs is an important problem.

Further knowledge and details could be found on Section III.
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B. Defragmentation in EXT4 file system

Defragmentation reduces file fragmentation by gathering

dispersed blocks of a file and repositioning the file accordingly.

Especially, the EXT4 file system, which is in the mainline of

the Linux kernel, uses the defragmentation process specifi-

cally designed for itself(e.g., e4defrag). The e4defrag

is performed within both user space and kernel space. In

the user space, a single defragmentation worker collects the

target file-related information (e.g., inode) in the user space,

and determines the fragmentation state of the target file. If

the file is not fragmented, the defragmentation thread simply

skips the target file. But, if the file needs defragmentation

the worker creates a temporal file the same sized as the

target file (fragmented file) with contiguous blocks. Next, the

worker moves the blocks in the target file to the new file.

During the relocation of the target blocks of the new file,

the EXT4_IOC_MOVE_EXT() system call is employed. The

defragmentation worker read all the dispersed blocks to the

page cache and exchanges the block mapping information of

the files. Finally, unlink the target file and the new file. All of

the defragmentation processes in e4defrag are performed

by a single defragmentation worker, which was suitable for

traditional spinning disks.

III. DEFRAGMENTATION IN LITERATURES

In current literature, file system fragmentation(i.e.,aging)

and methods for mitigating the fragmentation (i.e., defragmen-

tation, anti-aging) are widely studied. In this section, we will

discuss studies related to fragmentation.

Hahn et al. [5] investigate and evaluate file fragmentation on

mobile flash devices. They proposed decoupled defragmenter,

janusd, which could support logical and physical defragmen-

tation. They observed that on mobile flash devices, the file

fragmentation can cause recurring problem, and also the file

fragmentation on mobile flash storage has a different influence

in comparison to traditional HDD disk.

The fragmented state of the file system, as referred to

by Conway et al. [2], is termed age. They analyze prior

works on file system aging as artificial aging technique, aging

measure, and age mitigation. The paper’s evaluation has been

done on various file systems, including EXT4, ZFS, XFS,

F2FS, Btrfs, and BetrFS. These evaluations are conducted by

using both micro and realistic workloads, specifically focusing

on the ”git pull” operation, and were carried out on both

HDD and SSD. As a result, they demonstrate that BetrFS

outperforms other file systems in terms of aging performance

within the workloads, and inspect key features of BetrFS aging

avoidance.

Conway et al. [6] investigate the prevalent assumption that,

increased space pressure contributes to the exacerbation of the

file system fragmentation. However, the study reveals a mere

20% reduction in subsequent read speeds on EXT4. By this

result, they indicate that the impact of free-space fragmentation

on read performance can be characterized as expediting the

aging process of the file system. As a discussion, the paper

seeks to stimulate discussion by challenging the commonly

held notion that disk fullness has a direct and significant

impact performance of file systems.

The paper [8] targets log-structured file system, especially

F2FS, and effectively eliminates file fragmentation by up to

98.5%. But the proposed scheme cannot remove fragmenta-

tion when valid blocks are scattered across the file offset.

They make up for weaknesses and propose an anti-aging

log-structured file system called AALFS [9] by leveraging

observations perceived by their previous research. The paper

extensively analyzes the performance degradation incurred by

file system fragmentation and kernel-level overheads with var-

ious storage types(i.e., HDD, Micro SD(flash storage), flash-

based SSD, and Optane SSD). The proposal re-arranges the

order of valid blocks to eliminate file fragmentation by using

file offset and inode number. As a result, AALFS achieves

x22.8 of I/O performance compared to the fragmented file

system equipped with an HDD disk. Experiments focused on

IOzone sequential read with various request sizes, and on real-

world database, SQLite.

Fragpicker [4] devises defragmentation scheme for modern

storage devices, such as Flash-based SSD, and Optane SSD.

They target the reduction of the amount of multiple I/Os

derived by a single I/O request, which is called request

splitting. The authors expose the issue that has been driven

by the current Linux kernel I/O call stack, which is not

capable of showing non-contiguous areas in terms of LBA

(Logical Block Address). Consequently, their observations

indicate that modern storage devices experience a deterioration

of the performance while management of I/O requests, is

driven by current Linux kernel I/O stack overhead. This leads

to an escalation of the interface overhead between the host

operating system and the storage device, resulting in impeding

the utilization of device resources.

As a follow-up study, the paper [10] additionally evaluate

FragPicker with YCSB workload-C. They set up RocksDB on

EXT4 equipped with Optane SSD. Their experiment shows

that the execution time of the defragmentation decreased to

16% of the e4defrag and reduce the performance degrada-

tion of co-running processes by 45%. They show a thorough

examination of the performance and fairness degradation re-

sulting from fragmentation, taking into account storage device

internals.

Zhu et al. [11] propose epdefrag to accelerate the overall de-

fragmentation process by exploiting SSD internal parallelism

by designing multiple threads to perform the defragmentation

process for multiple files in parallel. The epdefrag is based

on e4defrag but relocates files in a parallel manner, and

their experimental result shows x2.96 reduced execution time

compared with an existing scheme.

From the perspective of I/O control, the paper [12] by Park

and Eom studies the performance of a fragmented F2FS file

system among simultaneously running multiple applications.

Their experiment shows the fragmentation state causes an

increasing number of I/Os(splitting an I/O into smaller-sized

I/Os) hindering, to the conventional I/O control mechanisms

such as CFQ(Completly Fair Queuing), BFQ(Budget Fair
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Queuing), and even with new I/O control model IOCost [13].

The authors have evaluated the negative influence on F2FS

while fragmented state and investigated homogeneous and

heterogeneous workloads with the defragmentation tool Frag-

picker. Finally, the paper has found that with the fragmentation

of F2FS, various I/O control mechanisms fail to achieve their

scheduling goals for different reasons, and can be relieved by

defragmentation on F2FS.

Kesavan et al. [14] reported that fragmentation of the free-

space in the file system can lower the write performance as

well as read operation. They believe that the file systems with

sub-block granular addressing can gather intra-block fragmen-

tation and can successfully prevent file system fragmentation.

By the hypothesis, the paper proposes a NetApp® WAFL®

file system that leverages the storage virtualization instances,

which can relocate PBA (Physical Block Address) efficiently

and quickly. However, due to the configurational difference

between file systems and WAFL, they provide inherent trade-

offs by historical context. As a result, they present storage

gardening techniques leveraging the FlexVol® virtualization

layer to remedy the fragmentation.

IV. CONCLUSION

Regarding the importance of fragmentation state on file

systems in the field of storage I/O performance, and to exploit

the computing power of ever-growing high-performance SSDs,

the file system fragmentation state and its mitigation are

actively researched by a number of literature.

In this survey, our main focus has been centered on de-

scribing each study, conducting comparisons, and analyzing

the distinct attributes within each literature. Through this

paper, we have been able to propose guidelines aimed at

researchers interested in file fragmentation and building back-

ground knowledge in related topics.
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