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Abstract—With the rise of autonomous vehicles (AVs), the
number of self-driving vehicles has increased in recent years and
vehicular computing (VC) was actively used to ensure road safety
by controlling AVs. However, the recent escalation in demand
for a massive scale vehicle network has prevented VC from
achieving its purpose. To overcome this problem, a framework
which combined VC and federated learning (FL) was proposed.
Although the vehicular FL was initially effective, it also faced
challenges as the excessive increase in the amount and size of
data generated by AVs and the serious threat of data leakage
have severely degraded the performance of vehicular FL. Thus,
quantum computing was exploited to further improve on the pre-
existing FL and proposed dynamic quantum federated learning
(DQFL). This work proposes the application of DQFL to public
safety scenarios to investigate the effectiveness of the model in
controlling the AVs under real-life constraints.

I. INTRODUCTION

The technology of autonomous vehicles (AV) has become
one of the most impactful technologies that currently exist.
According to a market report by Allied Market Research, the
value of AV market is expected to achieve $2161 billion by
2030 [1]. As the growing market suggests, the influence of
AVs on people will only continue to grow in the future. This
is mainly because of two reasons. Firstly, the sheer number
of cars that are used in modern society is responsible for
the scale of impact caused by AVs. Currently, there are over
800 million cars on the road globally and the number is
consistently growing over time. Assuming all the vehicles
become autonomous, many aspects of daily lives of people
will be changed by the self-moving car.

Additionally, the rise of artificial intelligence technology
has resulted in the rediscovery of a field known as vehicular
computing (VC) [2]. This technology aims to control vehicles
using computing techniques [3]. VC can be used to enhance
safety on road environments and implement stable traffic
control. However, as mentioned above, countless vehicles exist
in urban environments around the world which is why coor-
dination and cooperation between massive scale of vehicles
is an essential pre-requisite to the proper implementation of
VC [4]. Yet, simultaneous coordination of numerous vehicles
is not a simple task and requires significant amount of complex
computations which generally cannot be handled by a single
entity. Therefore, the machine learning technique known as
federated learning (FL) must be used because it alleviates
the computational load by distributing the task among several
devices [5]. Consequently, FL is an effective method in realis-

tically implementing vehicular computing to control multiple
vehicles on a road environment.

Despite these strengths, vehicular FL networks face a di-
verse set of challenges when applied to the field of AVs [5].
As AVs continue to move in real time, wireless communication
must be used to transmit neural network (NN) parameters
during FL. Furthermore, road environments tend to be ex-
tremely hectic due to the sheer number of vehicles which will
inevitably lead to unstable wireless communication channels
because of the significant amount of interference caused by
other vehicles on the road. As a result, a considerable amount
of model parameters will be lost during the transmission pro-
cess and the performance of the vehicular FL model will dete-
riorate because insufficient data is available for optimization.
Moreover, the size of data being generated by edge devices
has been constantly increasing recently as high resolution
cameras become more advanced and widely used [6]. Hence, it
has become increasingly cumbersome for classical computers
to process such dense data, leading to computational delays
in vehicular computing networks. Due to the nature of the
tasks, these delays must be avoided as it may result in critical
losses. Additionally, the data transmitted among the AVs
contain highly sensitive data(i.e., personal information, vehicle
identification number) and leakage of such data must also be
prevented. Since wireless communication is frequently used
for data transmission, data security risks are increasing and
methods to reinforce data security are desperately needed [7].

Therefore, the advantages of quantum computing (QC) are
exploited in order to face the challenges of vehicular FL
networks. In comparison to classical computing, QC is a next-
generation computing technique which utilizes a different type
of information unit. Via QC, quantum neural networks (QNN)
can be implemented [8]–[10]. Additionally, the strengths of
QC stemming from this distinction can be organized into three
parts. Firstly, QC has high parameter efficiency which allows
a QNN to perform better than a classical NN despite utilizing
a smaller number of model dimension [11]–[13]. Furthermore,
smaller model dimension also means that a QNN requires
lesser resources to implement as well. Secondly, QC can also
process more data in the same time than a classical NN.
If more data is processed, the effectiveness of the vehicular
FL network will improve, minimizing computational delays.
Finally, as QC has many different characteristics compared to
classical computing, it has some unique characteristics which
can be utilized to strengthen data security during wireless
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transmission of sensitive data. Note that this effect is the result
of the inherent traits of QC which means that no additional
resources are needed. It can be seen that the three strengths of
QC serve as a perfect fit solution to the three challenges faced
by vehicular FL network which is why quantum federated
learning (QFL) must be used [14]–[22].

As mentioned above, VC is commonly used to ensure
road safety. Therefore, this article proposes the application
of dynamic quantum federated learning (DQFL) to a scenario
of using AVs to ensure public safety on a road environment.
Currently, securing road safety is a task which requires heavy
amounts of resources (i.e., manpower, time) across the world.
Therefore, being able to execute this task only with driverless
AVs will greatly increase the resource efficiency in general.
By performing several thorough simulations, this work will
corroborate the necessity of FL in implementing vehicular
computing and quantum supremacy.

The remaining contents of this article which is organized
as shown below. Sec. II will explain the concept of vehicular
computing and its limitations in detail. Sec. III explains the
various FL architectures of the proposed DQFL model used
in the work. Sec. IV then lays out the task carried out by
the AVs and the overall mechanism of DQFL. Finally, Sec. V
concludes this article by summarizing its contents.

II. VEHICULAR COMPUTING

A. Concept

VC is a research field which actively utilizes computing
technologies and systems such as the global positioning sys-
tem, cameras and communication systems. vehicles. By using
these technologies, VC aims to provide advanced levels of
assistance to drivers and even achieve autonomous control of
unmanned vehicles to perform various complex tasks [3]. VC
is constantly gaining importance in recent years because it
has the potential to significantly improve the safety, efficiency
and convenience of vehicles. Combined with the fact that the
number and influence of vehicular technology are expected to
increase in the near future, it is profoundly clear that VC is a
key technology in establishing future urban environments.

In urban cities, the condition of road environments are often
decided by the vehicles which actually occupy the road. There-
fore, controlling a single vehicle is insufficient in impacting the
safety of road environments. Instead, controlling vehicles on a
massive scale is needed in order to ensure that VC can actually
influence road environments. If a large number of cars can be
controlled by a system, information can be shared among the
vehicles which results in a connected vehicle network. Using
this network, the state of any road environments can be quickly
and accurately analyzed by the information provided by each
individual vehicle on the road. Then, this information can
be distributed to the drivers and autonomous vehicles such
that safer autonomous driving, advanced driver assistance and
easier traffic control can be achieved. As these are all key
factors in ensuring road safety, VC is an important technology
that brings about significant benefits. However, the need for

a massive scale connected network leads to some critical
limitations of VC discussed in the next section.

B. Limitations

In a massively connected vehicle network, numerous trans-
mission of large amounts of data must be done constantly
and they must be reliable to prevent any delays which are
extremely difficult to achieve simultaneously. Due to this dif-
ficulty, VC faces a total of three main challenges. Firstly, VC
requires a constant exchange of data among vehicles because
information about road environments provided to AVs must be
updated in real time as road environments change extremely
rapidly. Thus, a delay in the update of information to AVs may
result in catastrophic accidents that must be avoided. However,
achieving stable channel condition is impossible as wireless
transmission is used. Instead, the parameter transmitted by
the AVs must be reduced in size to increase the probability
of successful transmission [3]. Secondly, executing all of the
data transmissions in a centralized manner is extremely costly
in terms of computational resources. This is especially true
in recent years as the sizes of data are being enlarged due
to the quality of data (i.e., image, video, audio) becoming
increasingly sophisticated. As a result, the computational load
placed on a single centralized device is extremely high and
the process is also exceptionally inefficient. Thus, a decen-
tralized method of distributing the total computational load
among several devices must be implemented. Finally, the data
collected by the AVs will usually contain sensitive information
that will cause irrevocable damage if leaked. In addition, the
parameters are transmitted using wireless communication and
data that are transmitted over wireless channels are especially
vulnerable to cyberattacks [7]. Hence, a way to reinforce data
security during the transmission within the connected vehicle
network must be implemented as well. Now that the limitations
of VC have been elaborated, the architecture and the reason
why FL is a perfect solution to the problems will be explained
in the next section.

III. FEDERATED LEARNING ARCHITECTURES

A. Classical Federated Learning

The machine learning framework for the AVs will be
discussed in this section. FL is a fast emerging field of research
in response to the proliferation of mobile edge devices and the
ensuing production of massive scale data. In terms of structure,
this framework is composed of a centralized server and several
edge devices each equipped with NNs. Initially, the NN model
within each device will be trained separately regardless of the
NNs in other devices. Afterwards, the parameters of the trained
NNs will be transmitted to the central server for aggregation.
The aggregated parameter values will be used to compute
the global model parameter which will be distributed back
to the local devices. There are multiple methods to achieve
this such as FedAvg [23], FedBN [24] and FedProx [25].
The performance of the FL model will differ according to
the methods used during aggregation. Essentially, the purpose
of this model is to optimize the global model over several
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Fig. 1: Structure of adaptive quantum neural network.

iterations of local model training and update of global model
via local parameters aggregation.

This specific method of machine learning is especially suit-
able in solving the problems of VC because the computation
required for the deduction of an optimal model is distributed
among numerous edge devices. Furthermore, only the trans-
mission of local model parameters of each AV is required to
achieve FL. Since no data need to be transmitted, the risk
of data leakage is significantly reduced. Considering how the
computing power of edge devices and the amount of produced
data are increasing, FL is a efficient way of minimizing
computational delays, alleviating the computational load on
the model and ensuring privacy in the process. Thus, it can be
confidently stated that FL is the right solution to the limitations
of VC.

Yet, FL is still faced with several critical challenges despite
its strengths [26], [27]. For instance, as wireless transmission
is commonly used in FL, the loss rate that occurs from
transmitting the parameters of a large NN model across a
wireless channel is critical to the point that performance
of FL will be severely degraded. Secondly, the amount of
computing power required to train all the devices in FL are
becoming excessively large for classical computers to handle
because the amount and the size of data being processed is
becoming larger. This is mainly due to the increase in average
number of edge devices and the significant advancement of
sensor technologies. Lastly, the large number of transmission
increases the risk of data leakage during FL which calls for
stronger data security measures such that leakage of sensitive
and private data can be prevented [27]. Thus, QC is introduced
to the situation to mitigate the aforementioned problems.

B. Quantum Federated Learning

Based on the structure provided by the classical FL, quan-
tum federated learning (QFL) can be implemented. As the
name implies, QFL is a quantum implementation of the clas-
sical FL where all the classical NNs are replaced with QNNs
while maintaining the overall structure of the framework.
This architecture was proposed to exploit the strengths of

QC in order to overcome the limitations of FL. To briefly
introduce QC, it is a newly emerging technology that has
the potential to overtake classical computers in the realm
of theoretical computer science. Development of quantum
computers has been ongoing for a long time but a crucial
milestone was achieved by Google in 2019, where quantum
supremacy was announced to the world [28], [29]. This work
declared quantum supremacy was real by proving that quantum
computers could solve complex mathematical problems that
were considered unsolvable by classical supercomputers [30].
Additionally, QC can be used to implement quantum machine
learning (QML) by utilizing QNNs and the three limitations
of FL can be mitigated by quantum supremacy [13], [31]
Firstly, the parameter efficiency of qubits allows QNNs to
utilize a smaller number of parameters compared to a clas-
sical NNs when accomplishing an identical task. Thus, the
amount of parameter data transmitted by the AVs are greatly
reduced, which is significantly beneficial in consideration of
unstable wireless channel conditions as this leads to an easier
transmission of the QNN over wireless channel. Secondly, the
increased computational power of QC allows the FL model
to handle more data produced by the devices. Hence, QFL
architectures will be able to show similar levels of performance
to classical FL framework despite the increased amount of
edge devices. Finally, the unique characteristics of a QNN such
as the quantum state encoding and measurement processes
reinforce data security during transmission. During quantum
state encoding, the original input data are used as parameters
for the quantum rotation gates and the dimensions of the input
data are hidden during this process. As a result, a hacker will
not be able to identify the type of data used which can increase
the level of security. Furthermore, the measurement process to
the correct axis fitted to the quantum data is required before
properly utilizing it and an incorrect measurement will render
the data useless. Hence, even if an unauthorized party obtains
the quantum data, it cannot be used if the correct measurement
axis is unknown which can greatly increase data security of
the model.

C. Dynamic Quantum Federated Learning

In order to improve the robustness of QFL against dynamic
channel conditions, a novel framework known as dynamic
quantum federated learning (DQFL) was proposed [32]. A
different type of QNN known as the dynamic quantum neural
network (DQNN) is utilized in this framework as shown
in Fig. 1. Unlike QNN, Controlled-Universal (CU3) gates
are used instead of basic rotation gates. Furthermore, the
parameterized circuit is divided into discrete layers such that
the output quantum state of each layer can be measured. While
it is the general rule of thumb that larger NN model size will
result in better performance, this may not apply for QNNs
because the increase in quantum noise is inevitable as more
computations are executed. Hence, limiting the number of
computations may be beneficial for the performance of the
quantum circuit rather than maximizing the amount of compu-
tations which is the main motivation behind the mechanism of
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DQNN. Suppose that the state of a wireless channel is inferior
and rate of accurate transmission is low. Then, the output
quantum data of the first or second layer must be used in order
to minimize the rate of error of the utilized data. As a result,
when faced with a constantly changing wireless channel,
DQNN can flexibly choose the desired quantum data that can
maximize performance which is impossible for a fixed-sized
QNN. Due to this increased adaptability of DQNN in dynamic
channel conditions, DQFL will have better performance than
QFL.

IV. PUBLIC SAFETY SCENARIO VIA AVS

A. Scenario Overview

In this section, the real-life public safety scenario involv-
ing AVs for the application of DQFL architecture will be
introduced and elaborated. AVs equipped with cameras are
deployed on road environments (i.e., highways, urban areas),
where numerous cars are located. Furthermore, a centralized
server is assumed to be positioned within the wireless trans-
mission range of the AVs. Note that all the scenario elements
are equipped with quantum processors such that QNNs can be
utilized. Initially, all the AVs are assumed to be moving on a
pre-planned trajectory. Then, a report containing information
such as the type and location of task will be sent from related
authorities (i.e., police, traffic management centre) to the AVs.
Once the information is received, the AVs will mobilize to
the reported location for task execution. Some examples of
the possible tasks include locating specific vehicles, issuing
parking tickets, traffic management and reporting road acci-
dents. All of these tasks require the AVs to recognize license
number plates via image classification and will ensure road
safety. Thus, the performance of DQFL in this AV scenario
will be done by investigating top-1 accuracy values of image
classification.

B. Mechanism Pipeline

The mechanism of the DQFL framework is composed of
four stages which are sensing, local training, uplink of param-
eters with superposition coding and parameters aggregation
with successive decoding and local update. The entire pipeline
will be elaborated carefully to understand how this framework
operates.

1) Sensing: In this stage, a single AV will receive task
information and move to the reported location for task ex-
ecution. During this process, the AV must capture images of
license plates of vehicles moving on the road such that the
vehicles can be recognized. After recognition, the image data
of license plates will be stored for the next stage instead of
being discarded.

2) Local Training: : Using the stored image data, the AV
will begin training its local QNN. During this process, all AVs
will be trained differently from each other as the natures of
the data collected and the tasks executed will be different.

3) Uplink of Parameters using Superposition Coding: After
an iteration of training is finished, each AV will encode the
raw data in to signals using superposition coding such that
it can be transmitted to the centralized server. Due to the
mobile characteristic of AVs, the communication channel state
of some AVs may be inferior. However, by using the DQNN
model, this limitation can be mitigated to a certain extent.

4) Parameters aggregation with Successive Decoding: At
the server side, the SC-encoded signals are received which
undergo successive decoding. Afterwards, the data sent by
the AVs can now be aggregated. As mentioned above, several
different techniques of data aggregation exist such as FedAvg
and FedBN. The most efficient technique that is compatible
with the given data and situation should be used to maximize
performance.

5) Local Update: Finally, the aggregated parameters are
used to build a global model which is distributed back to all the
AVs simultaneously. For this process, transmission is assumed
to succeed at all times because the server side is assumed to
have surplus power that ensures successful transmission. Then,
the AVs replace their original local QNN model with the new,
global model to execute the given tasks which starts another
iteration of optimization.

V. CONCLUSIONS

In conclusion, this work is the first in proposing a novel
application of DQFL to the AV scenario as far as the authors
know. Therefore, there are still room for improvement that
can be realized in future works. For instance, other different
applications such as satellites and unmanned aerial vehicles
can be realized. Furthermore, the DQFL model architecture
itself can be improved by exploring more suitable methods
in optimizing QNNs. Until now, QC technology has received
significant skepticism about its potential because of critical
limitations like NISQ. However, remarkable advancements are
being made which bring QC closer to its full potential and this
work is one of the numerous efforts in realizing that potential.
At its peak performance, QC is expected to revolutionize the
field of VC and many other research fields as well.
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