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Abstract—In this paper, we propose a Grover-like quan-
tum algorithm for minimum distance decoding of linear
block codes. Our algorithm is motivated by the observation
that the amplitude of the solution state is amplified
even if the initial state of the Grover operation is not
on a Hadamard basis. We experimentally derive some
parameters of our algorithm. Based on our experimental
results, we expect to perform fewer Grover operations on
average than algorithms based on the traditional Durr-
Hoyer algorithm.

I. INTRODUCTION

With the introduction of the quantum computer, a
new paradigm emerged known as quantum algorithms,
poised to supplant the traditional Turing machine-
based algorithms. Among those, Shor’s algorithm [16]
stands out, capable of efficiently solving the dis-
crete logarithmic problem and potentially compromis-
ing Rivest–Shamir–Adleman (RSA) and elliptic-curve
cryptography(ECC), the cornerstones of prevalent public
key cryptography. Concurrently, Grover’s algorithm [8],
[9] exhibited a quadratic acceleration in the unstruc-
tured search problem when contrasted with conventional
classical computing methods. Furthermore, a range of
quantum algorithms, including quantum approximate op-
timization algorithm (QAOA) [7] and variational quan-
tum eigensolver (VQE) [15], have surfaced, indicating
the capacity of quantum computers to solve numerous
problems beyond the reach of classical computers [14].

The pursuit of an minimum distance decoding algo-
rithm for arbitrary linear block codes is a fundamental
objective in coding theory [10]. Despite its significance,
solving the minimum distance decoding problem for
random linear block codes has been proven to be NP-
complete [4]. Among Turing machine-based approaches,
information-set decoding stands out as the fastest known

technique. However, this method faces theoretical limi-
tations when exclusively addressed using classical com-
puters.

Recently, there has been attempts to solve the min-
imum distance decoding problem using the quantum
algorithm. Several researchers conducted research to as-
sist information-set decoding with quantum algorithms.
In 2010, Bernstein proposed Grover’s algorithm-assisted
information-set decoding [2]. In 2017, Kachigar and
Tillich proposed an information-set decoding algorithm
in which Grover’s algorithm and quantum walk are
appropriately applied [12].

On the other hand, some researchers tried to solve
it only with quantum algorithm. Jung, Kang, and Ha
introduced a quantum maximum likelihood decoding
algorithm founded on the Durr-Hoyer framework [6],
[11]. It’s worth noting that minimum distance decoding
essentially equates to maximum likelihood decoding
within a binary symmetric channel. Their algorithm con-
sists of oracle operations of Grover’s algorithm, measure-
ments, and random selections. In 2022, Bhattacharyya
and Raina also proposed a minimum distance decoding
algorithm with a similar concept. [5].

Nevertheless, both the quantum algorithm and the
quantum-assisted algorithm fell short of attaining expo-
nential acceleration for the minimum distance decoding
problem. This limitation draws attention to McEliece
cryptography [13], which is based on the minimum
distance decoding problem, is a candidate for post-
quantum cryptography(PQC). Consequently, as we await
the emergence of an algorithm capable of achieving
exponential speedup or definitive proof of its infeasi-
bility, research geared towards enhancing the speed of
the minimum distance decoding remains an inherently
captivating pursuit.

In this paper, we propose a Grover-like quantum
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algorithm for minimum distance decoding of linear block
codes. Our proposed algorithm is motivated by the
observation that the amplitude of the solution state is
amplified even if the initial state of the Grover operation
is not on a Hadamard basis.

The remain of this paper is organized as follows.
Section II introduces minimum distance decoding of
linear block code and Grover’s algorithm. Section III
explain some observations which give the key motivation
and shows our proposed algorithm. Section IV presents
some future works and concludes this paper.

II. PRELIMINARIES

A. Minimum Distance Decoding of Linear Block Codes

In this paper, the codes we deal with are only binary
linear block codes. Given a [n, k] linear block code C ⊂
Fn
2 and a received word y ∈ Fn

2 , the minimum distance
decoding is selecting a codeword ĉ ∈ C to minimise the
Hamming distance between y and ĉ. i.e. the decoded
codeword ĉ satisfies that

dH(y, ĉ) ≤ dH(y, c) for any c ∈ C,

where dH(y, ĉ) is the Hamming distance between y and
ĉ. There uniquely exist a message m̂ ∈ Fk

2 such that
ĉ = m̂G where G is a generator matrix of C. Without
loss of generality, we assume that C is a systematic code.
i.e. let

ĉ = {ĉ(0), ĉ(1), ..., ĉ(n− 1)} and

m̂ = {m̂(0), m̂(1), ..., m̂(k − 1)},

then ĉ(t) = m̂(t) for t = 0, 1, ..., k − 1.

B. Grover’s algorithm

Fig. 1. The Grover operator

Consider a bool function f : Fk
2 → F2. Grover’s

algorithm is a quantum algorithm that finds one solution
of f(x) = 1 with high probability. To explain Grover’s
algorithm, we will first explain the Grover operator.

Fig. 2. The Grover’s algorithm

The Grover operator is composed of oracle and Grover
diffusion operator on the k logical qubits and one ancilla
qubit as in Fig. 1. The ancilla qubit is expected to remain
in |−⟩ state. Oracle Uω is defined as

Uω|x⟩|−⟩ = (−1)f(x)|x⟩|−⟩.

The Grover diffusion operator is expressed as the
following matrix form

H⊗k

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0k
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This operation performs a symmetric inversion of the
coefficients of all states to their arithmetic mean.

The Grover operator is defined as serially connecting
one oracle and one Grover diffusion operator. When
the initial quantum state is H⊗k

0k|−⟩, the Grover
operation amplifies the amplitude of the state corre-
sponding to the solution of f(x) = 1, and even if the
Grover operation is performed several times, it continues
to be amplified up to a certain number of times. The
Grover’s algorithm performs multiple grover operations
on H⊗k

0k|−⟩ to maximize the amplitude of the state
for solutions of f(x) = 1 and then, conducts measure-
ment on logical qubits. If it has only t solutions, the

number of Grover operations is

π
4


2k

t


as in Fig. 2.

III. MAIN RESULTS

A. Key Observations

Before introducing our proposed algorithm, we discuss
the key observations that motivated our study. In the
previous section, Grover’s operation on the initial state
H⊗0k|−⟩ amplifies amplitude of the state for the
solutions of f(x) = 1. In facts, Grover operation on the
initial state of the other forms can amplify amplitude of
the solution state.
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Fig. 3. Amplitude of the solution state of f(x) = 1 as the number
of Grover operations of f increases after conducting some Grover
operations of g

Now, we establish a special initial state not a forms
of H⊗∣∣0k〉|−⟩. Consider a bool function f : Z2k → F2,
where Z2k = {0, 1, 2, ..., 2k − 1}. Set our goal to find
x̂ ∈ Z2k satisfying f(x̂) = 1. Consider a function g :
Z2k → F2 satisfying

{x ∈ Z2k | f(x) = 1} ⊂ {x ∈ Z2k | g(x) = 1}.

Define an oracle Uωg
of g as

Uωg
|x⟩|−⟩ = (−1)g(x)|x⟩|−⟩.

Then, the Grover operator Gg of g can be expressed as

Gg = H⊗k
{
2
∣∣∣0k

〉〈
0k
∣∣∣− Ik

}
H⊗kUωg

Then, for a given integer M , we establish the initial state
|ψ⟩ of grover operator of f as

|ψ⟩ = GM
g

{
H⊗k

∣∣∣0k
〉
|−⟩

}
.

For a reasonable integer M , not only does GM
g already

increase the amplitude of the state |x̂⟩ but we also expect
that the Grover operator of f will continue to increase
the amplitude of |x̂⟩.

Example 1: Let k = 10, f(x) = 1 only for x = 0, 1
and g(x) = 1 only for x = 0, 1, ..., 20. Consider five
initial states GM

g

{
H⊗k

∣∣0k〉|−⟩
}

for M = 0, 1, 2, 3, 4.

Note that
⌈
π
4

√
1024
21

⌉
= 6. Fig. 3 shows, for each initial

state, the amplitude of the solution state of f(x) = 1

as the number of Grover operations f increases. In all
five cases, the amplitude of the solution state tends to
increase. However, as M increases, the upper bound on
the amplitude becomes lower.

As in Example 1, conducting Grover operator Gg does
not help to find x̂. However, we expect that it may
be helpful for the case when we don’t know exact the
number of solutions.

B. Proposed Algorithm

Fig. 4. The Euler diagram of the sets An, An−1, ...

Now, we describe the exact statement of the problem
we want to solve. For a random systematic [n, k] linear
block code C ⊂ Fn

2 and a random word y ∈ Fn
2 , our

goal is to find m̂ ∈ Fk
2 satisfying that

dH(y, m̂G) ≤ dH(y, c) for any c ∈ C,

where G is a generator matrix of C. i. e.,

m̂ = argmin
m∈Fk

2

wH(y +mG),

where wH(y+mG) is the hamming weight of y+mG.
For i = 0, 1, 2, ..., n, define a bool function fi : Fk

2 →
F2 as

fi(m) =

{
1 if wH(y +mG) ≤ i,
0 if wH(y +mG) > i.

Let Ai = {m ∈ Fk
2 | fi(m) = 1} for i = 0, 1, 2, ..., n.

Observe that A0 ⊂ A1 ⊂ A2 ⊂ · · · ⊂ An and Ai

for some i should be empty set. Let imin be minimum
number satisfying Aimin

̸= ∅. Then, we can draw Euler
diagram of An, An−1, ..., Aimin

as in Fig. 4. Any element
in Aimin

can be m̂. If we know imin, the problem can
be solved by conducting Grover’s algorithm of fimin

.
However, we don’t know the exact value of imin since

C is a random linear code. Our strategy is to run some
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Grover operations of fn, some Grover operations of
fn−1, ..., some Grover operations of f1, and some Grover
operations of f0, in that order. By key observations in
the previous subsection, we expect that the amplitude of
|m̂⟩ keep to increase.

Fig. 5. The oracle Uωi of the function fi

Fig. 6. The Grover operator of the function fi

Let Uωi
be the oracle of fi for i = 0, 1, ..., n. First,

we have to check that the oracle of fi can be designed
from the quantum circuit. Fig. 5. shows a quantum circuit
of the oracle of fi. Addition over F2 and checking
whether Hamming weight is smaller than or equal to i is
obviously easy to construct. Quantum encoding circuit
can be constructed by at most k(n − k) CNOT gates
(described in [11], Section IV). Then, we can construct
the grover operator of the function fi as in Fig. 6.

Fig. 7. The amplitude amplification of the function fi

Let Gi be the Grover operator of the function fi. For a
given integer Mi, define the amplitude amplification of

Fig. 8. The proposed algorithm

the function fi as conducting Gi Mi times as in Fig. 7.
We expect that this operation amplifies the coefficient of
the state of Ai.

Finally, we propose an algorithm as in Fig. 8. On the
initial state H⊗k

∣∣0k〉|−⟩, run an amplitude amplification
of the function fn, an amplitude amplification of the
function fn−1, ..., and an amplitude amplification of the
function f0, in that order. And then, conduct measure-
ment on the logical qubits.

Now, our task is to determine Mi for i = 0, 1, ..., n
such that the measured state is a minimum distance
solution with high probability. In fact, we have not
theoretically analyzed what numbers are appropriate as
values for M0,M1,M2, ...,Mn.

However, we have experimentally found a way to de-
termine the values of M0,M1,M2, ...,Mn that finds the
minimum distance solution with reasonable probability.
Roughly speaking, we set the total number Mtotal of
Grover operations to be approximately

0.7× π

4

√
2k,

where Mi/Mtotal ≈ P (imin = i) and P (imin = i) is the
probability of imin = i for i = 0, 1, ..., n.

The exact way is: Let Mtotal =
⌈
0.7× π

4

√
2k
⌉

. Set
M0 = 0 and Mi+1 = ⌊MtotalP (imin ≤ i+ 1)⌋ −∑i

j=0Mj for i = 0, 1, ..., n− 1, where

P (imin ≤ i) =

1∣∣Fn
2 × Fk

2

∣∣|Fn
2 |

∑
G∈Fn

2×Fk
2 ,y∈Fn

2

δ(Ai ̸= ∅), and

δ(Ai ̸= ∅) =
{

0 if Ai = ∅,
1 if Ai ̸= ∅.

We applied this method to perform Monte Carlo sim-
ulations to investigate the average measurement success
probability for n = 50, 100, 150 and k = 10, 15. In each
case, we ran 1,000,000 simulations. Table I shows the
simulation results.
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TABLE I
SIMULATION RESULTS OF THE PROPOSED ALGORITHM

n k average success probability

50 10 0.376

100 10 0.384

150 10 0.389

50 15 0.407

100 15 0.371

150 15 0.358

Roughly speaking, the average success probability is
about 0.38. Therefore, for taking the right answer, the
expected number Mtotal of Grover operations is about

1

0.38
× 0.7× π

4

√
2k ≈ 1.45

√
2k.

The algorithms in [5], [11], which are based on the
Durr-Hoyer algorithm, should conduct 4.5

√
2k ∼ 22.5√

2k times of Grover operations. Therefore, the proposed
algorithm is slightly faster than the existing algorithm in
terms of the expected value of the number of Grover
operations.

IV. CONCLUDING REMARKS

In this paper, we propose a Grover-like quantum
algorithm for minimum distance decoding of linear block
codes. Our algorithm is motivated by the observation
that the amplitude of the solution state is amplified
even if the initial state of the Grover operation is not
on a Hadamard basis. We experimentally decide the
values of the parameters M0,M1, ...,Mn of our algo-
rithm. Based on our experimental results, we expect to
conduct 1.45

√
2k Grover operations on average while

the algorithms in [5], [11] based on the traditional Durr-
Hoyer algorithm should conduct 4.5

√
2k ∼ 22.5

√
2k

Grover operations. However, we have not shown that
it is theoretically a faster algorithm for all n, k. In the
future, we would like to build a sophisticated theoretical
foundation for our algorithm and derive the optimal
values of (M0,M1, ...,Mn).
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