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Abstract—Compared to traditional software, artificial intelli-
gence systems (AIS) include uncertainty in the inference results
during the training process, which is one of the factors that
could undermine the trustworthiness of the system. To overcome
this uncertainty of AIS, a trustworthiness test plan establishment
that accounts for the complexity and operational environment is
required. In this study, four requirements that must be considered
by the system designers, developers, and quality managers are
proposed for establishing the test plan of the trustworthiness of
AIS. If AISs satisfy the proposed requirements, it will help secure
safety and transparency among the AI trustworthiness factors.

Index Terms—artificial intelligence, AI, trustworthiness, trust-
worthy AI

I. INTRODUCTION

Artificial intelligence (AI) technology is becoming common
in daily life as it finds applications in various fields, such as
autonomous driving and contactless chatbot services in bank-
ing. Artificial intelligence systems (AISs) learn from large-
scale datasets and derive probabilistic results based on these
data; thus, they can suffer from trustworthiness issues [1]. AIS,
compared to traditional software, includes uncertainty for the
inference results during the training process. This uncertainty
is even more critical in applications where the AIS movement
could harm humans or the environment [2], and it is one
factor that could undermine the trustworthiness of the system.
Therefore, in order to secure the trustworthiness of AIS, tests
for confirming the trustworthiness of the AIS are also required
in addition to tests for confirming the software quality.

Planning that considers the complexity and operational en-
vironment of the system is required to test the trustworthiness
of AIS. Additionally, periodic and continuous tests must be
performed throughout all lifecycle phases of AIS according to
the established plan. Therefore, in this study, we argue that
the establishment of an AIS trustworthiness test plan should
be performed first in the ‘planning and design’ phase among
the AI lifecycle phases, and specific activities to be performed
are included in the proposal.

Previous studies [3], [4], [5] have described the verification
and test method for improving the trustworthiness of AIS.
However, there is a lack of research on methods for estab-
lishing a test plan for practitioners during the ‘planning and
design’ phase. In this study, four requirements that the system
designers, developers, and quality managers must consider for

establishing the trustworthiness test plan for AIS are proposed.
The research method involves the analysis of ISO/IED TR
29119-11:2020 [6] and the application of the results to the
AI trustworthiness factors. If the AIS meets the proposed
requirements, we believe that it will support the safety and
transparency of the AIS among the AI trustworthiness factors.

This paper is structured as follows. In Section 2, we provide
background information on AI trustworthiness, which is essen-
tial for understanding the proposed requirements. In Section 3,
we outline the requirements for test environment design that
should be considered to establish an AIS trustworthiness test
plan. In Section 4, we propose requirements for a consultation
system that includes the formation of an expert consensus
group and a user evaluation group. These requirements aim to
ensure that the complexity and operational environment of the
AIS is taken into account during the test plan establishment.
Finally, we conclude the paper in Section 5 by summarising
the proposed requirements.

II. BACKGROUND OF AI TRUSTWORTHINESS

In ISO/IEC TR 24028 [7], trustworthiness was defined as
the ‘ability to meet stakeholders’ expectations in a verifiable
way. In addition, in the Ethics Guidelines for Trustworthy AI
by the European Commission [8], a Trustworthy AI (TAI)
was described to ‘complying with all applicable laws and
regulations(lawful), ensuring adherence to ethical principles
and values(ethical), and both from a technical and social
perspective, since, even with good intentions, AI systems
can cause unintentional harm(robust)’. Therefore, AI trust-
worthiness must be recognised as an essential factor for the
preemptive identification of the risk and side-effects of AI and
a comprehensive preparation and verification from the aspects
of technology, society, ethics, and so on.

Currently, research on the implementation of trustworthiness
on AIS is vastly performed. These studies focused on five
factors, including fairness, safety, transparency, accountability,
and privacy. Works on fairness [1], [9], [10], [11] are focused
on the method of preventing the discriminative output of AI.
In addition, safety is related to testing the robustness of the
training dataset or AI model from attacks [12], [13], [14].
Transparency researches [15], [16], [17] are relevant to the
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TABLE I
FOUR REQUIREMENTS FOR ESTABLISHING THE TEST PLAN OF AIS

TRUSTWORTHINESS

# Category Requirement

1 Test
Environment

Design

Was the AIS operational environment considered
during test environment determination?

2
For AIS that requires a virtual test environment,
was simulator prepared?

3 Organising
Consultation

System

Was a consultation system constructed
for determining the expected output of AIS?

4
Was a user evaluation group constructed
for identifying the explainability and interpretability?

description of the predictive process of the algorithm for
overcoming the black box characteristics of AI.

In this study, four requirements that must be considered
by practitioners, such as system designers, developers, and
quality managers, when establishing the test plan for the
trustworthiness of the AIS are proposed. Table 1 lists the four
requirements for establishing the test plan for the trustworthi-
ness of AIS. If these requirements are satisfied, it will support
the partial securement of the safety and transparency of the
above-mentioned factors.

III. REQUIREMENTS RELEVANT TO TEST ENVIRONMENT
DESIGN

While designing a test environment, the features of the AI
must be considered. For the AIS, the virtual test or actual
environment test must be considered based on its complexity
or level of risk. In particular, the ethics guideline of AI
by UNESCO [18] recommends various tests for AIS with
potential risks to human rights as a part of an ethical impact
assessment by the parties of interest before its release, and
a test must be performed in an environment identical to the
actual circumstance if necessary.

While it is appropriate to perform a real environment test for
accurate testing, the test must be performed within a reason-
able time and cost range, and a real environment test may not
be suitable for a system with highly complex operational con-
ditions. In addition, applying a real environment test to an AI
that physically interacts with humans could lead to dangerous
situations. Considering this, a virtual test must be carried out.
Therefore, it is necessary to design a test environment after
determining the appropriate test environment by considering
the system characteristics. The examples of the considerations
presented by the ISO/IEC TR 29119-11:2020 [6] standard and
others for the test environment design are as follows:

• Does the operational environment of AIS change con-
stantly and is it complex?

• Is it a system with potential risks to human rights?
• Is the test performable within a reasonable times and cost

range?
• Are individuals in the environment during real envi-

ronment testing (e.g., vehicles, buildings, animals, and
humans) harmed?

A. Was the operational environment of AIS considered during
test environment determination?

For AISs with numerous parameters, such as the operational
environment restrictions, variety in function, and performance
degradation factors, the number of test suites can be nearly
infinite. In this case, the use of pairwise testing as a method
of combination testing, which can reduce the number of
test suites through the combination of parameters, must be
considered [19]. In contrast, AISs that include scenarios that
risk damage to the individual in the environment during testing
or that have difficulty in generating scenarios for edge cases
must consider virtual testing environments. Moreover, a virtual
test can be adopted for the case of real environment testing
owing to the difficulty in preparing a test environment (e.g.,
robots that explore nuclear power plant accident sites) [6].

To apply the requirements proposed in this study to an
autonomous driving AI, a virtual test using a simulator and
an actual test for all scenarios must be considered, and
different test environments must be determined based on
the driving scenario. Additionally, the test environment must
differ according to the target object and the circumstances
included in the driving scenario. This is because, during lane
change upon falling object recognition, the scenario may be
tested in actual environments; however, stop scenarios based
on the recognition of pedestrians cannot be tested in real
environments.

B. For AIS requiring virtual test environments, was a simula-
tor prepared?

In some domains, there are simulators published as open-
source, which can be utilised for virtual testing if they are
suitable for the AIS to be developed. However, if the simulator
is not suitable or if there are no reusable simulators, construct-
ing a new simulator is necessary. In this case, it is important
to previously review the scale of additional resources for the
construction (e.g., labour, costs, and time) for planning. Thus,
for AISs that require virtual test environments, a resource
reviewing process must be considered during the ‘planning and
design’ phase. This will prevent the occurrence of additional
costs and delay due to the unpredicted lack of resources
during the simulator construction process and enhance the
efficiency and accuracy of the virtual test. Furthermore, it must
be identified whether the simulator is representative of the
operational environment. For example, a high level of image
representativeness is required for the pedestrian avoidance test
of autonomous driving vehicles.

IV. REQUIREMENTS RELEVANT TO CONSULTATION
SYSTEM

During the AIS test design, a consultation system necessary
for the design must be constructed. Most AIS have low repro-
ducibility owing to their high complexity, and transparency
is difficult to secure. Additionally, the system complexity
becomes problematic to the test oracle that determines the
expected output. Therefore, it is difficult to determine whether
the test has succeeded or failed.
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If the system requires a description of the inference results
of the AIS, the assessment criteria for the explainability may
differ based on the target user that identifies the system output.
Additionally, the assessment criteria for interpretability, which
scales the extent of the understanding of the operational
method of the AI, is also dependent on the target user. In
other words, the required level for explainability and inter-
pretability differs for each system or target user. Therefore,
a consultation system necessary for the establishment of the
assessment criteria of the explainability and interpretability of
the system output or the decision on the expected output must
be constructed, and it is appropriate to design the test through
the derivation of a consensus among participants.

A. Was a consultation system for determining the expected
output of AIS constructed?

The test oracle problem refers to the problem that occurs
when there is a difference between the AIS training results and
the actual output. A council of internal and external experts
in the corresponding domain must be formed to overcome
this issue and increase the trustworthiness of AIS. Here, the
council plays the role of determining the expected output of the
system, and it must be recognised that time may be required
for several experts to agree on the expected output [6].

When comprising the council, it is important to consider
the variety and experience of the experts necessary for deter-
mining the expected output of the system. Additionally, all
possible aspects must be considered during the process of
determining the expected output. Council experts may present
different expected outputs for identical input. Therefore, an
approval criterion must be previously defined for achieving a
consensus among the experts. For instance, there is a method
of approving when two out of three experts agree on a certain
expected output.

B. Was a user evaluation group constructed for identifying the
explainability and interpretability?

For systems that require a description on the AIS output, it
is necessary to test the extent of the sufficiency of the system’s
explainability and interpretability. The test criteria will mainly
be on the extent of how easily the AIS target user understands
the output and operational method. The depth of necessary
description may differ based on the field of AI application,
and the method of description may have to differ based on
the target user. For example, the explainability of an AIS that
retouches photographed images must differ from an AIS that
is utilised in diagnosing and determining operability.

Therefore, a user evaluation group must be formed to
determine the level of explainability, and this must be reflected
while implementing the model and system. Considering this,
the target user must be clearly defined during the ‘planning and
design’ phase before constructing a user evaluation group.

To apply the requirements proposed in this research to
autonomous driving artificial intelligence, misunderstanding or
misinterpretations from different drivers may occur in the case
of the AIS providing an autonomous driving system output

through the human-machine interface. Therefore, an evaluation
group comprised of drivers from various backgrounds must be
formed to include the process of identifying interpretability.
Furthermore, preparing the criteria for success and failure of
the test is also necessary based on the assessment results of
the user evaluation group. For instance, this could include the
preparation of the quantitative criteria, such as determining the
success when the average score is equal to or above a certain
number, or the preparation of the determination criteria, such
as using the truncated mean during average score calculation.

V. CONCLUSIONS

The service provided by AISs is becoming increasingly
important in the daily lives of people, and the trustworthiness
issue is becoming a greater issue accordingly. Therefore,
the importance of establishing a test plan for improving the
trustworthiness of AIS and the method are discussed in this
study. Particularly, the requirements that the system designers,
developers, and quality managers must refer to for establishing
the AIS trustworthiness test plan were presented based on
ISO/IEC TR 29119-11:2020.

The requirements relevant to the consultation system con-
struction along with those for the test environment design must
be considered to improve the trustworthiness of AIS. If these
requirements are met, the safety and transparency of the AIS
among the trustworthiness factors can be secured. Therefore,
we anticipate that the content proposed in this study supports
the safeguarding of the trustworthiness of AIS.

Additionally, it is necessary to identify whether traditional
attributes that apply to the previous software system and
the attributes that correspond to the AI effectively apply.
Thus, verification procedures in terms of system performance,
security, and quality must be performed in parallel as well as
those for the presented requirements in this study.
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