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Abstract—Recently, sea surface temperatures worldwide have
been recording the highest levels in the historical records of
observations. Scholars from various fields are expressing great
concern over the heightened sea surface temperatures and the
potential aftermath they might bring. Sea surface temperature
affects global climate change, marine ecosystems and marine
disasters[1]–[3]. Therefore, researching sea surface temperature
prediction models is a crucial endeavor. Generally, RNN models
such as LSTM and GRU are used for time series forecasting.
While Seq2Seq models are primarily used in Natural Language
Processing, there are notable cases where they have shown
remarkable results in time series forecasting[4]–[6]. In this study,
utilizes a Seq2Seq model as the foundation for sea temperature
predictions. Additionally, analyzes sea surface temperature data
from the East Sea over the past decade to identify external factors
with high correlations. Furthermore, examines and proposes
methods to create a better prediction model by comparing and
analyzing the inputs of the encoder and decoder.

Index Terms—AI, Deep-Learning, Model, Seq2Seq, Forecast-
ing, Time-series, Prediction

I. INTRODUCTION

Recently, sea surface temperatures worldwide have been
reaching historically unprecedented levels in the records of ob-
servations. Scholars from various fields are deeply concerned
about the elevated sea surface temperature and the potential
aftermath of heightened sea surface temperature. Sea surface
temperature affects global climate change, marine ecosystems
and marine disasters. Furthermore, global climate change is
raising sea surface temperatures. This interplay could lead to
a mutually reinforcing process of global warming. Ultimately
resulting in an irreversible climate change. And it is already
becoming a reality[1]–[3].

As a result, the academic community is actively researching
various approaches to predict sea surface temperatures. In ad-
dition, sea surface temperature prediction research is becoming
increasingly important and urgent.

Generally, RNN models such as LSTM and GRU are used
for time series forecasting. On the other hand, Seq2Seq is
mainly used in natural language processing because of its
model characteristics[7]. Therefore, this architectural advan-
tage can yield high performance when predicting target data
based on multiple variables. Also, there are notable cases
where they have shown remarkable results in time series
forecasting[4]–[6].

In the case of sea surface temperature, there exists a strong
correlation between the surface depth and temperature. Partic-
ularly in the West Sea of Korea, the correlation coefficient
between surface temperature and temperature is over 0.92,
indicating a high correlation[8].

This study analyzes sea surface temperature data from the
East Sea over the past decade to identify external factors
with high correlations. Furthermore, examines and proposes
methods to create a better prediction model by comparing and
analyzing the inputs of the encoder and decoder. Through
experiments, it is demonstrated that the multivariate-based
Seq2Seq model shows improved prediction performance than
the single-variable based Seq2Seq model.

II. EXTERNAL FACTOR VARIABLE CORRELATION
ANALYSIS

In this paper, the objective is to predict sea surface tem-
peratures, especially along the coast of Busan and Pohang
in the East Sea of Korea. While there are studies that have
explored the correlation between sea surface temperature and
temperature in the West Sea[8], the research on correlation in
the East Sea remains limited. Therefore, prior to constructing
the prediction model, an analysis of Spearman correlation
and Random Forest variable importance was conducted on
a total of 12 variables, including sea surface temperature,
temperature, pressure, humidity, wind speed, wind direction,
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GUST, maximum wave height, significant wave height, mean
wave height, wave period, and wave direction.
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Spearman correlation is utilized as a measure to assess
the statistical dependence between two variables[9]. Following
equation (1), it quantifies the simple relationship between the
two variables.
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The analysis of correlation in Random Forest variable
importance is proposed by leveraging the fact that more
important variables tend to have larger correlations with the
response variable[10]. Following equation (2), it quantifies the
importance relationship between the two variables.

A. Spearman Correlation Analysis

First, in the analysis of correlations among external factors,
as shown in Fig. 1, temperature, humidity, and air pressure
exhibited correlations with sea surface temperature in that
order. In particular, temperature showed a high correlation
value of 0.87.

Fig. 1. Spearman Correlation Analysis.

The reason air pressure was ranked fourth in Fig. 1 is that it
had a negative value of -0.46, indicating an inverse relationship
with sea surface temperature. In correlation analysis, inverse
relationships also hold significance, so the analysis was con-
ducted based on absolute values. Consequently, air pressure
was ranked fourth in terms of correlation.

B. Random Forest Variable Importance Correlation Analysis

Similarly, in the analysis of Random Forest variable impor-
tance, as shown in Fig. 2, temperature exhibited the highest
correlation with sea surface temperature. However, the 2nd to
4th ranked correlations differed from those of Spearman Cor-
relation. In the Random Forest variable importance analysis,
the order of importance for the 2nd to 4th ranked correlations
was industry, wind direction, and humidity.

Fig. 2. Random Forest Analysis.

Based on the analyses of Spearman Correlation and Random
Forest variable importance, it can be anticipated that including
temperature, which shows common correlations, along with
sea surface temperature in the learning process could lead to
improved prediction performance.

III. IMPLEMENTATION DETAILS

To implement the predictive model, the hardware configu-
ration was structured as shown in Table I. The development
environment and library composition for conducting experi-
ments with the prediction model are outlined in Table II.

TABLE I
HARDWARE SPECIFICATIONS

Specifications
CPU AMD Ryzen 9 5950X 16-Core Processor 3.40 GHz
RAM DDR4 64GB 3200MHz
GPU NVIDIA GeForce RTX 3060 GDDR6 12GB VRAM
OS Windows 10 Pro 22H2

TABLE II
DEVELOPMENT ENVIRONMENTS

Environments
IDE PyCharm 2023.1.2

Interpreter Anaconda 3
Base Interpreter Python 3.8
Tensorflow-GPU 2.10.0

Scikit-learn 1.2.2
Pandas 1.5.3
Numpy 1.24.3

The conceptual diagram of sea surface temperature Seq2Seq
model used in the experiments is presented in Fig. 3. A total
of 9 years’ worth of hourly data from 2012 to 2021 were
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utilized for training. In time series learning, for short-term
forecasting, it is effective to learn from a short period of the
past and predict a short period into the future. Therefore, the
Sequence Length was set to 9 and the Label Length was set
to 3. In other words, the model was designed to learn from
the past 9 hours to predict the next 3 hours.

Fig. 3. Seq2Seq Concept Design.

Based on Fig. 3, the actual implemented model structure
is depicted in Fig. 4. ”input 1” serves as the Encoder Input,
which receives historical data. Upon input to ”input 1,” the
”rnn” generates the Encoder Status. ”input 2” functions as
the Decoder Input, allowing additional input of future forecast
values. In ”rnn 1,” the Decoder generates prediction values
based on the Encoder Status and Decoder Input.

Fig. 4. Seq2Seq Model Structure.

IV. EXPERIMENTAL RESULTS

In Fig. 5, seawater temperature and air temperature were
Min-Max Scaled to values between 0 and 1 for training. As
a result, it was observed that there is a consistent pattern and
cycle in temperature variations each year, indicating a high
correlation.

Fig. 5. Min-Max Scaled Graph of Temperature and Water Temperature.

Based on the Min-Max Scaled Data, training was conducted
with 25 epochs and a batch size of 32. The results are shown
for the 2022 one-year prediction period in Fig. 6 and Fig. 7.
In Fig. 6, the prediction results were obtained from training
using only the Water Temperature single variable, resulting
in an RMSE of 0.2389. In Fig. 7, the results were obtained
from training using both Water Temperature and Temperature
variables, resulting in an RMSE of 0.2376, indicating an
improvement in prediction performance. This improvement is
attributed to the inclusion of temperature, which has a high
correlation with seawater temperature. Notably, temperature
changes more rapidly than seawater temperature, serving as
an indicator for early changes and leading to enhanced per-
formance.

Fig. 6. 1 Month Prediction Result of Water Temperature Input Parameter.

Fig. 7. 1 Month Prediction Result of Water Temperature and Temperature
Input Parameter.

Fig. 8 demonstrates excellent prediction results for the one-
year period, including during periods of significant tempera-
ture changes in the summer. This improved performance is
achieved by using a shorter Sequence Length to reduce the
training period, enhancing responsiveness to larger tempera-
ture variations.

Fig. 8. 1 Year Prediction Result of Water Temperature and Temperature Input
Parameter.
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Fig. 9 represents the distribution of predicted values against
actual values. The red represents actual values, blue represents
predicted values, and green represents the error range. The
majority of prediction results are distributed within the error
range of +-1.5.

Fig. 9. 1 Year Prediction Result Parity Graph.

Table III provides an overview of the entire experimental
results. When seawater temperature and air temperature were
used as Encoder Input, the model achieved the best result with
an RMSE of 0.2376. However, in models that utilized Decoder
Input, which assumed forecasted data for seawater temperature
and air temperature, meaningful results were not obtained.
This can be attributed to the gradient vanishing problem due
to long-term data in the training set over 9 years[11].

Consequently, through additional experiments, when sea
surface temperature was used as Encoder Input and air tem-
perature as Decoder Input, results showed an RMSE of 0.5795
for the 9-year training scenario. Conversely, when the training
data was limited to 3 years, the result improved to an RMSE
of 0.1928, confirming that the issue was related to gradient
vanishing problem[11].

TABLE III
TEST RESULT

Test Case Result Score
Encoder-I Decoder-I MAE RMSE R2

Water-Temp Empty 0.1722 0.2389 0.9973
Water-Temp Water-Temp 7.9676 8.8647 -2.7078

Water-Temp, Temp Empty 0.1721 0.2376 0.9973
Water-Temp, Temp Water-Temp, Temp 0.6070 0.8187 0.9683

V. CONCLUSION

In this paper, we conducted research and experiments on
a seawater temperature prediction model for the East Sea of
the Korean Sea, based on a Seq2Seq model using multiple
variables. The experimental results showed that the single-
variable prediction model had an RMSE of 0.2389, while
the multiple-variable prediction model exhibited an RMSE of
0.2376, indicating an improvement of approximately 0.55%
in performance. Furthermore, for the forecast data-based pre-
diction model using Decoder Input, meaningful results could
not be obtained in this study due to the gradient vanishing
problem caused by long-term training data. However, addi-
tional experiments demonstrated that by changing to short-
term data, the issue of gradient vanishing was resolved, and
normal performance was achieved[11]. Moreover, compared
to previous studies[4]–[6], this research confirmed an im-
provement of approximately 43% in prediction performance
over the demonstrated RMSE of 0.34. Through this study, we
anticipate that the predictive model developed can contribute to
predicting temperature changes in the East Sea of the Korean
Sea and forecasting various weather anomalies resulting from
climate change and global warming. Future research will need
to focus on researching prediction models that utilize short-
term data to address the performance degradation caused by
the gradient vanishing problem.
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