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Abstract— Building a music genre classification model is one 

of the steps to consider the copyright. Through tuning, I was able 
to find the reasonable setting for the model. CNN shows high 
accuracy results rather than other Deep Neural Networks. It 
shows better results when the validation split is small and the filter 
size is bigger than 32. Additionally, batch size gives partial impact 
on the accuracy. Epochs can be the main factor to control the 
result but it is not for the music data. 
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I. INTRODUCTION 
The world is rapidly advancing. AI is able to generate 

everything by learning what humans produce. AI does not have 
any limitations. It already started working in various fields like 
Chat GPT, Midjourney, and etc. Even in our daily life, AI is 
substantially used. For example, people create cover songs using 
their favorite singer’s voice by AI voice generators. As AI 
developed, it is emerging as an ethical problem. The author or 
owner of the work are arguing AI’s indiscreet learning which is 
against copyright and increase anxiety of AI exploit. Especially 
in the music field, it is a deliberate problem. To determine 
copyright infringement or not, similarity works as a key factor. 
Indeed, some process has to be available to determine the genre. 
Then, it observes deeply what part is similar between two same 
genre songs. Humans cannot determine every single copyright 
infringement problem.  For these reasons, in this paper, I will 
build the model to classify music genres to the goal of 
distinguishing copyright infringement or not. In this process, I 
went through paper [1] process. It looked up data shapes when 
music changes into the data. To build a Deep learning model to 
identify the similarity of songs that AI made or humans made, it 
has to be able to classify a music genre. For this reason, I used 
GTZAN dataset as train data. In addition, I will focus on how 
the result is changed depending on the changing of 
parameters. It will be the key information for future work.  

II. RELATED WORKS 
The earliest work on paper [2] was made using a music genre 

classification model using Convolution Neural Network and 
other learning models. They are labeled with 10 genres of 30 
second audio clips. They find the CNN has high accuracy to 
classify the music genre compared other models. They compare 
accuracy of deep-learning and accuracy of machine learning. It 

shows that accuracy is depends on the type of data and amount 
of data. Jessica Dias et.al.[4] set out music genre classification 
for music recommendation systems. It expected automatic genre 
classification to help users. They used CNN and GTZAN dataset 
for training. When comparing the accuracy with other 
algorithms which are SVM, KNN, it shows CNN had the most 
accuracy. Gabriel Gessle and Simon Åkesson’s research [5] 
built music genre classification models using GTZAN dataset 
through CNN and other deep learning algorithms. They 
compared CNN and LSTM. As a result, CNN had more 
accuracy than LSTM.  

III. MUSIC GENRE CLASSIFICATION WITH CNN  
As deep learning model, result is critical. Accuracy 

concludes the value of deep learning model. Despite this fact, 
there are not many papers about the accuracy. Most of papers 
focus on the importance of superior dataset for better accuracy 
or compare CNN and other models. There were no contexts 
about what and which parameter contributed on the accuracy 
and how we can improve accuracy with the tuning parameter. 
Therefore, in this paper, I will focus on what parameters affect 
the accuracy and how can we use this information to improve 
works.   

A. Data 
To make a high accuracy model, a great amount of data is 

crucial. On the other hand, it is hard to find well organized data 
(large amounts of data, and recent data for reliability). In this 
condition, the GTZAN dataset satisfies all of the criteria. 
GTZAN is the dataset focused on music genre classification. 
All data in the set is collected between in 2000 and in 2001 from 
daily life. The GTZAN data set is composed of 10 genre music 
and 100 songs for each genre with 30 seconds length. For each 
song, it has chrome graph images (Fig.1). In previous works, 
paper [2] and [3], they succeeded in getting a highly accurate 
model. In the other hand, the other research paper that didn’t 
know used GTZAN data set, that generate dataset their own, the 
method was similar with GTZAN data set.  

Thus, I used the GTZAN dataset. In Particular, it was a 
music feature data in the dataset. There is two type of feature 
data file. One is analyzed for 3 seconds, and other is analyzed 
for 30 seconds. This music’s feature files show each song’s 
chroma mean, root mean square mean and extra. 3 seconds 
feature file has about 9000 rows and 30 seconds feature file has 
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about 1000 rows. For the more data training, I use 3 seconds 
features data (Fig.2). 

 
FIGURE 1. Example of GTZAN Chroma Graph  

 

 
 

FIGURE 2. Part of GTZAN 3-sec Features 

 

B. CNN Model 
GTZAN analyzed songs through by mean of roll-off, mean 

of zero crossing rate, and etc. For basic information of the song, 
each column of each song shows the length of the song, and all 
songs had same length. It is unnecessary information, so it 
removed. Similar to length information, I deleted the same and 
basic information (length, index, and label).  

To build the model, it required to refer to the previous works 
for high accuracy model. For high accuracy model case, it 
mostly composition of CNN and LSTM or CNN and other deep 
learning algorithm. I focus on finding the similarity among the 
high accuracy result model. However, since the goal of the paper 
is evaluated CNN, the model should be built by CNN. Thus, 
building model process is based on this paper [2]. Model is built 
by CNN. It has 3 convolutional layers with 64 filters and relu 
activation. Output of the work is 10 for classifying 10 music 
genres (Table 1). 

In the blow, Figure 3 shows the whole history of validation 
and train loss. In the graphs, there were no noticeable changes. 
It didn’t go out of range. Even if the epochs number increases, 
the loss remains. It means the number of epochs is not deeply 
related to the accuracy.  

The table in the below shows what parameters give an 
impact on the accuracy. I did 5 trials for each tuning parameter 
for reliability. Each table has a changing variable which are 
epochs and batch size. 

 

TABLE I.  CNN 1D MODEL SUMMARY 

Layer(type) Output shape Param # 
Conv1d (None, 49, 64) 704 

Max_pooling1d (None, 24, 64) 0 
Conv1d_1 (None, 15, 64) 41024 

Max_pooling1d_1 (None, 7, 64) 0 
Conv1d_2 (None, 3, 64) 20544 

Max_pooling1d_2 (None, 1, 64) 0 
flatten (None, 64) 0 
Dense (None,32) 2080 

Dense_1 (None, 20) 660 
Dense_2 (None, 10) 210 

Total params: 65,222 
Trainable params: 65,222 
Nontrainable params: 0  

 

 
FIGURE 3. Validation loss (accuracy 83.20%) 

TABLE II.  TUNING PARAMETER (VALIDATION_SPLIT 0.5), EPOCHS, 
BATCH SIZE 

Independent 
parameter Tuning parameter Average 

accuracy 
3-layer, filter 32, 
relu activation, 
kernel size 3, 

dense 32,20,10 
validation split = 

0.5 

Epochs 10, batch size 10 70.98% 

Epochs 50, batch size 10 74.96% 

Epochs 10, batch size 50 75.69% 

Epochs 50, batch size 50 75.60% 

TABLE III.  TUNING PARAMETER (VALIDATION_SPLIT 0.1), EPOCHS, 
BATCH SIZE 

Independent 
parameter Tuning parameter Average 

accuracy 
3-layer, filter 32, 
relu activation, 
kernel size 3, 

dense 32,20,10 
validation split = 

0.1 

Epochs 10, batch size 10 77.43% 

Epochs 50, batch size 10 77.88% 

Epoch 10, batch size 50 80.36% 

Epoch 50, batch size 50 80.30% 
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TABLE IV.  TUNING PARAMETER (VALIDATION_SPLIT 0.1, FILTER SIZE 
64), EPOCHS, BATCH SIZE 

Independent 
parameter Tuning parameter Average 

accuracy 
3-layer, filter 64, 
relu activation, 
kernel size 3, 

dense 32,20,10 
validation split = 

0.1 

Epochs 10, batch size 10 82.35% 

Epochs 50, batch size 10 82.20% 

Epochs 10, batch size 50 83.41% 

Epochs 50, batch size 50 83.67% 

TABLE V.  TUNING PARAMETER (VALIDATION_SPLIT 0.1, FILTER SIZE 64, 
KERNEL SIZE 10), EPOCHS, BATCH SIZE 

Independent 
parameter Tuning parameter Average 

accuracy 
3-layer, filter 64, 
relu activation, 
kernel size 10, 
dense 32,20,10 

validation split = 
0.1 

Epochs 10, batch size 10 83.02% 

Epochs 50, batch size 10 82.32% 

Epochs 10, batch size 50 84.51% 

Epochs 50, batch size 50 84.41% 
 

TABLE VI.  TUNING PARAMETER (VALIDATION_SPLIT 0.5, FILTER SIZE 64, 
KERNEL SIZE 3), EPOCHS, BATCH SIZE 

Independent 
parameter Tuning parameter Average 

accuracy 

3-layer, filter 64, 
relu activation, 
kernel size 3, 

dense 32,20,10 
validation split = 

0.5 

Epochs 10, batch size 10 76.31% 

Epochs 50, batch size 10 76.76% 

Epochs 100, batch size 10 77.40% 

Epochs 10, batch size 50 78.25% 

Epochs 50, batch size 50 78.16% 

Epochs 100, batch size 50 78.04% 
 

The 1D CNN model’s result is 85.6 percent. It is not on the 
table, cause the tables show average. 85.6% is maximum value.  

Based on the tables, one of the factors of accuracy is 
estimated as a validation split. When the validation split 
changed to 0.1 from 0.5, accuracy showed a big gap. Another 
factor of accuracy is presumed filter size. It improved the 
portion of accuracy. It did not have an impact like validation 
split but it gave some effect on the result when validation split 
is changed 0.1 from 0.5. Epochs did not affect the accuracy rate. 
When average accuracy is under 75%, it seems like it most 
impacts the result. However, following table number 6, epochs 
did not influence the average accuracy. Among epochs 10, 50 
and 100, there was no big difference. The biggest difference 
was 0.64. Though, after the accuracy increased, epochs could 
not give ideal change. Overall, I could observe, when batch size 
is 50, it shows higher accuracy compared to when batch size 
was another number. Nevertheless these results, that is tuning 

parameters for CNN indeed about the music(sound) learning. 
This result cannot be convinced these parameter conditions 
work for every deep learning algorithm even if it is CNN. 

 

C. Reflection 
The limitation of the model is it is not available in real life. 

To get results, the model has to learn the data. It learns by 3 
second features, if people want to use this model, they need a 
similar data type that the model learns for high accuracy. On the 
other hand, to analyze data like GTZAN analysis, it is a 
professional music expert’s field. In addition, I do not have 
much professional knowledge of music. Thus, it is hard to use 
this model right now. If the model did not use 3 features of 
GTZAN, it would be available in real life. If a model learns the 
wave frequency of a song to classify the music genre, then it can 
be used as a music genre classification model. Later work, I wish 
to experiment again using another dataset.  

IV. CONCLUSION AND FUTURE WORKS 
In this paper, I looked up CNN genre classification model 

training by GTZAN dataset. It focused on discovering 
reasonable parameter settings for high accuracy. Compared 
with other papers, I am also able to come up with the amount 
of data that can be the most crucial factor of accuracy. 

Next step can be about music generation. It can be 
fundamental learning of the model that shows the percentage 
that the song is written by AI or Human. Thus, it can contribute 
to the decline of the AI abuse problem and raise awareness of 
copyright. Furthermore, the future work will be a comparison 
between the songs. In the next step, it can build another model 
that can compare the same genre song and determine the 
similarity between two songs. I will increase the accuracy based 
on the tuning result.  
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