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Abstract—With the development of ICT technology, attempts
to apply artificial intelligence to cyber security are increasing.
The most relevant applications are intrusion detection systems.
Traditionally, the intrusion detection system is based on known
signatures. However, as attack techniques become more sophisti-
cated, detecting unknown attacks is becoming an important issue.
It is especially needed for critical network infrastructure where
network reliability is crucial. Therefore, in this paper, we describe
an Intelligent Anomaly Detection System(IADS) that learns the
normal state to find and remove abnormalities different from the
normal state. First, features are extracted from network traffic.
Next, an anomaly detection function using an Autoencoder, an
unsupervised learning-based algorithm learns without labels and
discriminates the traffic. We validate the performance of devel-
oped systems by generating labeled datasets. Anomaly detection
results are notified to the network management system so that
the infrastructure can remain secure.

Index Terms—network anomaly detection, mission-critical in-
frastructure, autoencoder, network feature extraction

I. INTRODUCTION

As more and more devices connect to networks, the risk of
exposure to cyberattacks increases. Network domains can be
divided into three categories: Internet, Internet of Things, and
Critical Infrastructure. The area where cybersecurity is most
needed is Critical Infrastructure which is highly interconnected
and has high demands on security [1].

As cyberattack techniques become increasingly sophisti-
cated, existing cybersecurity solutions fall short of detecting
and mitigating new cyberattacks. In particular, it can detect
known attacks, but not unknown attacks. In order to solve
these problems, attempts are being made to introduce artificial
intelligence technology that predicts intrusion through learning
in cyber security [2] [3].

Existing research has focused on improving the accuracy
of learning by using features extracted from open datasets
[4] [5]. In this paper, we propose a framework that can be
used in field systems by extracting features from network

traffic, discriminating normal/abnormal by applying a learning
algorithm, and blocking abnormal traffic.

Following the introduction, Section 2 proposes the IADS
system model, and Section 3 describes the design and imple-
mentation of the IADS system. Section 4 shows the verifica-
tion results of the IADS and concludes in Section 5.

Fig. 1. Architecture of Intelligent Anomaly Detection System(IADS).

II. SYSTEM MODEL

Section 2 presents the system model in Fig. 1. It consists of
three functional blocks Network Feature Extraction, Network
Anomaly Detection, and Network Feature Management. Each
block sends and receives messages via HTTP. Zeek and
Suricata are used for feature extraction and the ELK stack
is used for log indexing and visualization.

A. Zeek
Zeek is an open-source network traffic analyzer. It records

network activity at a high level and leaves log files. Extract the
features of network traffic from the log files, which contain
all logs for network connections.
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B. Suricata

Suricata is an open-source intrusion detection system(IDS).
Traffic is detected and logged if it matches a known signature.
We can read intrusion information from the fast.log file and
combine it with Zeek’s conn.log file to determine which traffic
corresponds to an intrusion.

C. ELK Stack

”ELK” is an acronym for three open-source projects: Elas-
ticsearch, Logstash, and Kibana. Elasticsearch is a search and
analytics engine. Logstash is a server-side data processing
pipeline that collects data from multiple sources simultane-
ously, transforms it, and sends it to a ”stash” like Elasticsearch.
Kibana allows users to visualize data in Elasticsearch using
charts and graphs. We can easily monitor Zeek’s conn.log
and Suricata’s fast.log by indexing them in Elasticsearch and
visualizing them in Kibana.

III. DESIGN & IMPLEMENTATION

Chapter 3 describes the design and implementation of
IADS. As a testbed environment, the IADS, network manage-
ment system, and network gateway were connected through
switches, the enterprise server was connected to the gateway,
and the user device was connected as an attacker as shown in
Fig. 2.

Fig. 2. Design & Implementation environment setup.

A. Network Feature Extraction

We index Zeek’s conn.log in Elasticsearch to extract single
traffic features and a certain number of packet window fea-
tures. And we also index Suricata’s fast.log file and compare
it to the conn.log file to search the intrusive traffic. Finally, as
shown in Table I, 8 single packet features, 5 packet window
traffic, and 5 IDS features were extracted.

Since it is difficult to generate a lot of traffic in a real
environment, a dataset was created by performing tcpreplay
command on network ports using the MACCDC open dataset
and extracting features from actual traffic. The size of the
extracted dataset is shown in Table II.

TABLE I
DATASET FEATURES: 15 NUMERIC AND 3 CATEGORICAL

Category No Features Type
1 protocol type object
2 service object
3 flag object

Single Packet 4 origin bytes int64
Features 5 response bytes int64

6 origin packets int64
7 response packets int64
8 duration float64
9 inbound int64

10 unique destinations int64
Window Features 11 unique source int64

12 same destinations int64
13 same sources int64
14 high int64
15 medium int64

IDS Features 16 low int64
17 ids destination int64
18 ids source int64

TABLE II
DATASET SIZE

Label Train data Test data Total
Normal 174,773 43,694 218,467

Abnormal - 1,533 1,533
Total 174,773 45,227 220,000

B. Network Anomaly Detection

Network anomaly detection works best by learning normal
states and predicting an anomaly when a state different from
the learned normal state is detected. This is because not all
threats can be learned, and new threats may emerge even if all
known threats are learned. In addition, if an overfitting model
is created by learning all known threats, it falls into the error
of being able to detect only the learned threats.

Autoencoder takes input values and predicts input values. It
is trained to approximate the identity function defined as

fW,b(x) ≈ x, f : neural network, W : weight, b : bias. (1)

The learning process is shown in Fig. 3. Categorical features
are one-hot encoded and numeric features are normalized with
StandardScaler. Original data is reconstructed by applying a 3-
layer encoder with 64, 32, and 16 neurons, a compressed data
layer with 8 neurons, and corresponding decoder layers. Opti-

Fig. 3. Learning Process.
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mize the parameters of the model to minimize reconstruction
error defined as

L(x, x
′
) = ∥x− x

′
∥
2
. (2)

C. Network Feature Management

While traditional intrusion detection systems only detect,
the critical network infrastructure must quickly stop threats
and stabilize the infrastructure. Therefore, Network Feature
Management receives the learning result and alerts the network
management system to block that traffic.

IV. VERIFICATION RESULTS

This chapter describes the verification results of our IADS
system.

A. Experimental Environment

Table III shows the hardware and software specifications
for systems equipped with IADS. Network Feature Extraction
and Network Anomaly Detection function were developed
with Python Language, and the Network Feature Management
function was developed with Java Language.

TABLE III
TEST SYSTEM ENVIRONMENT

Items Specification
Processor 12th Gen Intel Core i9-12900HX, 14 Core

OS Ubuntu 22.04LTS
Graphic NVIDIA GeForceRTX 3080Ti GPU
Memory 32GB DDR5-4800MHz

SW Python 3.7, Tensorflow 2.7, Cuda 12.0, JAVA

B. Test Results

Accuracy, precision, and recall were measured as the main
performance indicators of anomaly detection.

Accuracy: shows the ratio of true detection over total
transactions and calculated as

Accuracy =
(TP + TN)

(TP + TN + FP + FN)
. (3)

Precision: shows how many predicted intrusions by AIDS
are actual intrusions,

Recall: it is the ratio of predicted intrusions versus all
intrusions presented and calculated as

Precision =
TP

(TP + FP )
, Recall =

TP

(TP + FN)
. (4)

F1-score: is a harmonic mean of Recall and Precision and
gives a better measure of the accuracy and is calculated as

F1 score = 2×
Precision×Recall

Precision+Recall
. (5)

As shown in Table IV, each performance metric was
measured for three feature categories: Single Packet features,
Single Packet + Packet Window + IDS features, and Single
Packet + IDS features. Fig. 4 shows one of the training results.

TABLE IV
TEST RESULTS USING DIFFERENT FEATURES

Features Accuracy Precision Recall F1 score
Single 99.3% 90.3% 90.3% 90.3%

Single+Window+IDS 99.6% 94.8% 94.7% 94.7%
Single+IDS 99.7% 95.2% 95.2% 95.2%

Fig. 4. Test results using Autoencoder Unsupervised Learning.

CONCLUSION

This paper discussed an intelligent anomaly detection sys-
tem for critical infrastructure. All functions for anomaly detec-
tion - feature extraction, learning, and alert to block malicious
traffic are developed for practical use. It can be seen that the
single packet feature alone gives a good performance of over
95% of single+IDS features. In the future, we plan to build
various datasets and leverage other open datasets to further
improve performance.
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