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Abstract— Multimodal Abstractive Summarization is a 
challenging task that aims to generate concise and informative 
summaries from diverse modalities, such as video, audio, and text. 
In this study, we propose VATMAN, a novel approach for 
multimodal abstractive summarization. To effectively capture 
the hierarchical relationships and dependencies between 
modalities, we introduce Trimodal Hierarchical Multi-head 
Attention (THMA). THMA hierarchically attends to the video, 
audio, and textual representations, enabling the model to distill 
salient information and generate cohesive and coherent 
summaries. VATMAN leverages state-of-the-art generative 
pretrained language models (GPLMs), specifically Transformer-
based models, and applies hierarchical attention at the modality 
level, which enhances the utilization of contextual information. 
The proposed VATMAN model on the How2 dataset 
demonstrates the ability to create more fluent summaries than 
those generated by human authors, showcasing its potential for 
utilization in various industrial environments. 

 Index Terms—Trimodal, Abstractive Summarization, 
Generative Pretrained Language Model, Transformer  

I. INTRODUCTION 
The task of summarization is classified into two approaches: 

extractive summarization and abstractive summarization. In 
extractive summarization, important sentences or paragraphs 
are extracted from the source document based on statistical or 
linguistic features to create a summary. On the other hand, 
abstractive summarization involves a deeper semantic 
understanding of the entire source document, allowing the 
generation of new sentences or paragraphs that may not exist in 
the original text. Abstractive summarization is considered 
superior to extractive summarization [1] [2]. 

Research in abstractive summarization includes methods 
based on recurrent neural networks (RNNs) and Transformer 
models. Previous studies on RNN-based methods include 
"Abstractive sentence summarization with attentive recurrent 
neural networks," "Bottom-up attention," and "MAST." 
Recently, with the advent of Transformer-based [3] models, 
research in text generation, including abstractive 
summarization, has significantly advanced using pretrained 
language models such as BART, T5, PEGASUS, ProphetNet, 
and GPT-3. 

However, there is a lack of research in the field of 
multimodal abstractive summarization that leverages the joint 
usage of video, audio, and text with generative pretrained 
language models (GPLMs). Thus, this paper proposes a novel 
multimodal abstractive summarization model called VATMAN, 
which fuses information from video, audio, and text 
simultaneously based on pretrained giant language models.  

This paper is organized as follows. Section 2 presents the 
proposed framework. Section 3 shows the results of the 
experiment. Finally, Section 4 conclude our study. 

II. PROPOSED METHOD 

A. Pre-trained Language Model for Abstractive 
Summarization 

The Transformer-based sequence-to-sequence language 
model architecture is identical to the one shown in Figure 1, 
except for the novel video-audio-text fusion block proposed in 
this study. The input text of this language model undergoes 
tokenization first and is then transformed into a sequence of 
token embeddings. To preserve positional information, 
positional embeddings are added to the token embeddings and 
used as the input to the encoder. 

The encoder consists of  𝐿𝐿 encoder layers, each composed 
of 1) Encoder Multi-head Self-Attention and 2) Feed-Forward 
network. Additionally, after passing through each sub-layer, 
residual connections and layer normalization are applied. 

Similar to the encoder, the decoder is also composed of  𝐿𝐿 
decoder layers, but with two key differences. Firstly, the multi-
head self-attention is masked, preventing it from referencing 
future words during the next word prediction. Secondly, in the 
decoder process, a multi-head encoder-decoder sub-layer 
(Encoder-Decoder Attention) is included to integrate the 
encoded information by combining decoder embeddings with 
the output embeddings of the encoder. 

In this research, the BART model (Lewis et al., 2019)[4], 
which introduces a novel pre-training task, is used as the 
backbone model within the existing Transformer architecture. 
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B. Feature Extraction 
The video data consists of 16 frames per second, as seen in 

prior research [5][6][7][8], and is processed through the pre-
trained 3D ResNeXt-101 network (Hera et al., 2018)[9], which 
yields 2,048-dimensional features per frame as depicted in 
Figure 2. As for the audio data, we utilize Kaldi (Povey et al., 
2011)[10] to extract 40-dimensional filter bank features and 3-
dimensional pitch features, which are then combined to form 
43-dimensional features. Additionally, to introduce variability 
in speaker characteristics for each video, we apply Cepstral 
Mean and Variance Normalization (CMVN). The resulting 
2,048-dimensional video features and 43-dimensional audio 
features serve as inputs for the Video-Audio-Text fusion 
methodology. 

C. Multimodal Fusion 
In our approach, we insert a fusion unit block at the end of 

each encoder unit block, as depicted in Figure 1. This sub-

layer includes the Video-Audio-Text fusion mechanism, 
residual connections, and layer normalization. We propose the 
Video-Audio-Text fusion mechanism, illustrated on the right 
side of Figure 2. Given the text input, video input, and audio 
input after passing through their respective modality 
embeddings, the output of the first fusion (Video-Text fusion) 
mechanism is a hidden layer of dimension, containing both the 
attention information from text and images. 

Subsequently, the output of this hidden layer (𝑍𝑍𝑡𝑡
′) serves 

as the query, while the audio input (𝑍𝑍𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎) acts as the key and 
value inputs for the second fusion (Video-Audio-Text fusion) 
mechanism. The final output of this process is an hidden layer 
of dimension 𝑍𝑍𝑡𝑡

′′ ∈ 𝑅𝑅 𝑁𝑁×𝑑𝑑𝑡𝑡, which retains the same dimension 
as the text input (𝑍𝑍𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 ) before passing through the Video-
Audio-Text fusion layer. This characteristic ensures that the 
dimension remains unchanged even when multiple layers are 
stacked. 

TABLE I.  EVALUATION RESULTS OF BASELINES AND OURS  

Input 
Modality Method 

Rouge BLEU 
1 2 L 1 

Text 
T5 45.0766 21.5857 37.0916 37.0916 

BART 49.0718 26.7150 41.6582 41.2951 

Text 
 + Video 

T5 47.4345 23.3531 39.9249 42.7832 

BART 50.1433 26.5368 42.0547 43.2625 

Text 
+ Video 
+ Audio 

RNN 48.85 29.51 43.23 - 

VATMAN(ours) 52.5315 29.4880 44.1799 49.4860 

Fig. 1: Overview of proposed framework

Fig. 2: Video Features through ResNeXt-101 Network
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ID : g3pXM5X3-Xw 

Reference : proper tool preparation will make your ceramic charger plate easier and cleaner to work with . learn how to 
prepare your clay tools with tips from a master potter in this free ceramics video . 

Video-Text(T5) : the a charger is a clay pottery wheel . learn how to make a clay charger with tips from a ceramics expert 
in this free ceramics video . 

Video-Text(BART) : the ceramic charger is a great tool for making dinnerware . learn how to make ceramic charger plates 
with tips from a master potter in this free ceramics video . 

Video-Audio-Text(ours) : clay chargers are traditionally used to put dinnerware on top of a large plate . learn how to use 
clean tools to make ceramic chargers from a potter in this free ceramics video . 

 

ID : g0S7FaqIweA 

Reference : firefighters often use the coat method to don a scba . learn how to use the coat method to don scba ( self-
contained breathing apparatus ) in this free video on donning firefighter gear . 

Video-Text(T5) : learn how to use the coat method in this free video on how to use the scba in this 

Video-Text(BART) : learn the coat method for a firefighter with tips from a firefighter in this free video on firefighter 
training . 

Video-Audio-Text(ours) : donning a firefighter scba using the coat method involves reaching down and grabbing the top of 
the shoulder straps with the thumbs facing each other . learn how to donning firefighters with tips from a certified fire 
instructor in this free video on firefighting 

III. EXPERIMENT AND RESULT  

A. Data 
The How2 dataset consists of a total of 79,114 

video/transcript/summary data pairs, divided into two sets: a 
2,000-hour set and a 300-hour set, each containing 13,445 
audio/video/transcript/summary data pairs. This dataset 
comprises short instructional videos covering various domains, 
such as cooking, music, indoor/outdoor activities, and sports. 
Alongside the videos, transcripts are provided, which are text 
data obtained by converting the audio spoken by the speakers. 
These transcripts encompass the overall content of the videos. 

 

B. Experiment settings 
In this study, we need to verify the performance of utilizing 

three modalities simultaneously by injecting auditory context 
(audio). To achieve this, we sample 300 hours of 
text/video/audio data based on the IDs of the 300-hour audio 
dataset. The dataset comprises a total of 13,445 data samples, 
with 12,798 samples for training, 520 samples for validation, 
and 127 samples for testing. 

we employ the PyTorch (Paszke et al., 2019)[11] deep 
learning framework and implement the code using PyTorch-
Lightning for distributed training. Furthermore, we conduct the 
experiments using four Nvidia GeForce RTX 3090 GPUs. 

Hyperparameters are variables that adjust and control 
machine learning models or deep learning algorithms. the 
common dimension is set to 256, the number of epochs is 150, 
the learning rate is 3 × 10−5, and the optimizer used is Adam. 

C. Experiment results 
Table 1 presents a comparison of the summarization 

performance of various models, including both prior work [6] 
and the proposed multimodal summarization model. The 
evaluation is conducted on the same test dataset, using two key 
metrics: Recall-Oriented Understudy for Gisting Evaluation 
(ROUGE) and Bilingual Evaluation Understudy (BLEU).  

ROUGE-N measures the overlap between the N-grams of 
the model-generated summaries and the reference summaries. 
Specifically, ROUGE-L represents the longest common 
subsequence between the model-generated and reference 
summaries. Similarly, BLEU-N is another N-gram count-based 
metric commonly used for evaluating natural language 
processing performance.  

In Figure 3, we compare the summarization results of 
various models. The first summary pertains to a ceramics 
video. When using only text data, the summary includes a 
directive to learn about tool usage. However, with the addition 
of video and audio information, the summary provides further 
details on the technique of using the tool. The second 
generated summary pertains to firefighters donning their gear. 
In the bimodal models, the generated summaries lack specific 
details about the gear donning process. However, when 
incorporating video and audio information, the summaries 
provide more concrete instructions on the proper gear donning 
technique, including descriptive explanations from the video. 
 
  

Fig. 3: Examples of summary generation from various models: 
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IV. CONCLUSION 
In this paper, we propose the VATMAN (Video-Audio-

Text Multimodal Attention Network) model, which leverages 
the pre-trained language model BART (Bidirectional and Auto-
Regressive Transformers) and incorporates a Trimodal 
Hierarchical Multi-head Attention mechanism. In previous 
research on multimodal summarization tasks, there were 
transformer-based bimodal models that focused mainly on 
using text and video to generate text-based summaries, but they 
did not fully utilize additional modalities such as audio, which 
limited their performance. 

To overcome this limitation and take advantage of the 
untapped information from additional modalities, we introduce 
a multimodal structure that incorporates audio information 
alongside text and video. By preserving the overall bimodal 
architecture while adding an additional attention layer, we can 
effectively enhance the performance of summary generation by 
exploiting the synergy of all three modalities. 

With the proposed Trimodal Hierarchical Multi-head 
Attention mechanism, our VATMAN model achieves a more 
comprehensive understanding of the input data, resulting in 
improved summarization performance compared to traditional 
bimodal models. The integration of audio information allows 
the model to capture richer and more diverse contextual cues, 
ultimately leading to more accurate and informative summaries. 
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