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Abstract—Wheat ranks as the third most extensively cultivated
and consumed crop globally. However, many wheat crops are
susceptible to spoilage caused by diverse disease types. Thus, the
manual diagnosis of these diseases poses significant challenges for
farmers and policymakers. Automated wheat disease recognition
can potentially enhance crop yield quantity and quality. The
current attempts proposed deep learning methods to predict dis-
eases. However, they are unable to find the optimal features and
attention models to focus on the diseased regions in challenging
data. To overcome the research gap in the previous studies in this
paper, we collected more challenging wheat disease samples to en-
sure the model’s generalization. Then, we comparatively studied
the CNN-based models to find the optimal features and specific
higher representative layers. To assist the backbone features,
soft attention modules are progressively modified to focus on the
critical regions. The modified soft attention mechanism assists the
network in prioritizing and highlighting essential regions in the
wheat disease images. The findings revealed that the network with
MSA outperformed the baseline model. Extensive experiments
are conducted to evaluate the proposed network’s superiority on
different data splits.

Index Terms—Wheat disease, InceptionResNetV2, Soft-attention,
disease identification, wheat classification

I. INTRODUCTION

Wheat is the most globally consumed food crop, fulfilling a
significant portion of daily human energy requirements [1]. Its
genetic components, particularly proteins, fiber, and vitamins,
contribute to its widespread consumption [2]-[6]. Despite
producing over 700 million metric tons of wheat globally in
the last nine years, the demand continues to outstrip supply.
It is observable that challenges like natural disasters, climate
change, conflicts, and crop diseases severely impact produc-
tion. Among these challenges, wheat crop disease is essential,
potentially surpassing others in destructiveness. Timely diag-
nosis and recognition of wheat diseases are crucial for preven-
tion and boosting national economies by increasing production
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yields. Conventional techniques like microscopic examination
and manual visualization are time-consuming and prone to
human errors. To overcome these limitations, researchers have
introduced automatic techniques for identifying crop diseases
[7]. These methods enable the agricultural industry to respond
more effectively to crop diseases, ensuring sustained wheat
production to meet the ever-growing global demand.

Several researchers attempted to develop machine learning
(ML) and deep learning (DL) based networks to recognize dis-
eases in wheat crops better. In the ML practices, the work [8]
introduced a least squares regression model to identify early
wheat disease severity with an overall accuracy of 82.35%.
However, they just relied on conventional features resulting
in poor performance. In the study [9], the authors developed
an advanced ML system capable of recognizing major wheat
diseases with good performance. However, they trained the
mode on intra-class homogeneous data. Another research [10]
focused on developing an image processing technique-based
model for wheat disease recognition. In the study [11], au-

Fig. 1: Grad-CAM visualization for predicting a real case of
wheat diseases
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thors proposed an approach for detecting buckwheat diseases,
achieving an accuracy of 97.54% using a dual-layer inception
structure and cosine similarity convolution. The authors in
the study [12] applied the Segformer algorithm on stripe
rust disease images, with improved performance through data
augmentation. However, the limitation of this study regarding
wheat disease lies in its specificity to fall wheat diseases
in specific environments. The work [13] used ResNet-50 on
edge devices for wheat yellow rust classification. However, the
dataset utilized in this study lacks diverse images.

We take several key steps to bridge the research gaps to
enhance the model’s performance. Firstly, we enrich the
dataset with more challenging samples to expose the model
to complex data and improve its generalization. Next, we
explore different CNN-based pre-trained models as backbones
to identify optimal features for effective extraction. This step
is crucial in improving the overall performance of the model.
The emergence of attention mechanisms in deep learning plays
a vital role in computer vision tasks [14]. This leads the model
to notable improvements in tasks like object recognition. Thus,
we introduced a modified soft attention mechanism to selec-
tively boost the importance of relevant features before making
the final prediction, refining the decision-making process. By
combining these strategies, we aim to develop a robust and
high-performing model capable of accurately addressing the
complexities of the target task. The significant contributions
of this work are elaborated as follows:

o Our study introduces new samples of challenging wheat
field images by overcoming limitations in prior research
using low-variance datasets. This practice enriches data
diversity and complexity for the generalization of the
model. A domain expert Integrated with benchmark-
enhancing model training and evaluation labels the sam-
ples.

o The previous studies proposed pre-trained models without
investigating the other CNN variants. We studied the im-
pact of various models in our domain to find the optimal
features. Resultantly, we find the InceptionResNetV2 as
the best-performing model for feature extraction. More-
over, we investigated the model’s different layers to take
features from the higher representative layer.

¢ To enhance focus on intermediate features, we modified
the soft attention module to focus on the challenging dis-
eased areas. The progressive modification in the proposed
model highlights the disease regions more preciously,
ultimately leading the model to a comparatively better
prediction of the baseline.

o« We conducted extensive experiments on the proposed
dataset and the training accuracy 97.02% and validation
accuracy 95.66% shows the robustness of the model on
challenging data.

The remaining part of the paper is structured as follows.
Subsequently, Section 2 presents the suggested techniques,
followed by findings and discourse in Section 3. Lastly,
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Fig. 2: Sample images of our dataset.

Section 4 covers the conclusion and potential areas for future
research.

II. PROPOSED METHODOLGY

This section represents the data collection details followed by
the optimal feature extraction in our domain. In the end, the
proposed model is comprehensively discussed.

A. Dataset

The dataset utilized in this paper comprises four distinct
classes, encompassing three disease classes and one healthy
class. Some of the data originates from the LWDCD2020
dataset. Our ultimate goal is to collect diverse data. The dataset
employed in this study originates from wheat fields in the
Khyber Pakhtunkhwa region, a notable wheat-producing area
in Pakistan. The co-author, possessing considerable expertise
in plant pathology, played a pivotal role in overseeing the
data collection process. This expertise ensured the precise
identification and selection of pertinent and characteristic
samples, aligning with the local context. Our data gathering
encompassed methodical visits to wheat fields across diverse
locations within Khyber Pakhtunkhwa, thereby capturing vary-
ing environmental conditions and disease prevalence scenarios.
The collected images encompass various viewpoints, intricate
backgrounds, disease manifestations at different stages, and
similar attributes shared among different wheat diseases. Fig-
ure 2 visualizes the distribution of each category. Among these,
there are 1,436 images in the “healthy” class, 1,575 images in
the “leaf rust” class, 910 images in the ’crown and root rot”
class, and 922 images in the “wheat loose smut” class. These
images are allocated for training, and testing purposes, with
the training, set constituting 80% of the entire dataset and the
testing set making up 20% of the images. The overall statistics
of the dataset are listed in Table I.
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TABLE I: Statistics of our dataset

Classes | Training | Testing | Total
Healthy 1126 310 1436
Leaf rust 1260 315 1575
Crown and root rot 725 185 910
Wheat loose smut 763 159 922

B. Optimal Features Extraction

Convolutional Neural Networks (CNNs) provide remarkable
advantages for image analysis. These networks learn increas-
ingly complex features, capturing fine details like edges and
textures [15]. This hierarchical learning enables accurate im-
age classification and diseased recognition. CNNs are also
translation invariant, identifying patterns regardless of location
and enhancing robustness. Their efficient techniques, like
pooling, streamline processing without sacrificing essential
information. CNNs-based networks are utilized for the better
recognition of visual data in medicine [15], [16], disasters
recognition [17] energy analytics [18], [19], anomaly detection
[20], vehicle detection [21] and to improve the accuracy of
models [?]. CNNs stand out as versatile and transformative
networks for intricate [22] visual tasks. We conducted an
extensive backbone models study to find the best-performing
model. Resultantly, we find InceptionResNetV2 as the best-
performing feature descriptor. Initially, the intermediate layer
from each model was chosen for feature extraction. In this
way, the final prediction layers were removed to evaluate the
performance of the attention module. Moreover, we empir-
ically identify the higher representative layer from the pro-
posed backbone. This strategy enabled the utilization of well-
established features while enhancing the overall performance
of the models.

In the architecture of InceptionResNetV2 [23], the soft at-
tention module is incorporated into the Inception Resnet C
block of the model. This addition occurs in the part of the
model where the image features are represented as an 8 X
8 feature size. The output of this max pool layer is then
combined with the filter concatenate layer of the inception
block. After the concatenate layer, a ReLU activation unit is
applied. To regularize the output of the attention layer and
prevent overfitting, a dropout layer with a rate of 0.5 is added
following the activation unit. A batch normalization layer is
incorporated after each layer in all the networks to introduce
regularization. This helps stabilize the training process and
improve the models’ overall performance. In the case of the
wheat dataset, which consists of 4 classes of wheat disease,
the output layer is designed with four hidden units, followed
by a softmax activation function. This configuration enables
the model to perform multi-class classification. The network
is trained for 10 epochs with a 0.01 and 32 batch size learning
rate. The complete architecture of the network is depicted in
Figure 3.
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Fig. 3: The proposed framework for efficient wheat disease
detection.
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C. Attention Module

We address the challenge of focusing on wheat disease regions
by integrating a soft attention mechanism into the established
InceptionResNetV?2 architecture. This strategy is rooted in the
observation that intermediate features require heightened atten-
tion. To address this, we employ the soft attention mechanism,
which selectively emphasizes relevant image regions while
attenuating less crucial areas. This approach recognizes that
certain image regions, such as the background, have minimal
impact on classification accuracy. Conventional CNNs allo-
cate uniform computational resources across the entire im-
age, disregarding the varying significance of distinct regions.
However, our adapted soft attention mechanism introduces
an attention gate, strategically positioned 3D convolutional
layers, and max pooling operations. This dynamic attention
gate dynamically adjusts the importance of features, enabling
the model to focus on critical patterns associated with different
wheat classes, especially the nuanced distinctions between
diseased and healthy crops. The attention mechanism allows us
to allocate effectively on regions enhancing the model’s ability
to capture essential features. This streamlines processing by
reducing computational redundancy and improves accuracy by
concentrating on discriminative aspects of the input images.
Intuitively, We extended the soft attention module by adding
an extra 3D layer, enriching the model’s capacity to grasp in-
tricate relationships across multiple dimensions. This practice
significantly enhances feature selection, culminating in more
refined predictions. Furthermore, we integrated a 2x2 max
pooling operation with ’same’ padding into the concatenated
features, enabling efficient downsampling while preserving
spatial attributes. This selective process aids feature extraction
and retains spatial structure. The use of ’same’ padding ensures
dimensional consistency, aligning with our strategic feature
engineering approach.

K

Zsoftmam(wk X 8))) (1)

k=1

f(sP) =

The feature tensor ¢t € Y"*wXd gerves as the input to a
3D convolution layer with weights w, €"*“*4*X  where
x denotes the number of 3D weights. The outcome of this
convolution is subjected to softmax, generating x = 16 atten-
tion maps. These attention maps are then combined to form a
unified attention map, acting as a weighting function denoted
by (. The tensor t is then attentively scaled using «, further
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adjusted by a learnable scalar Y. The resulting attentively
scaled features (fs3) are subsequently concatenated with the
original feature tensor ¢ as a residual branch. During training,
Y is initialized from 0.01 to enable the network to gradually
adapt and control the level of attention required for optimal
performance.

III. RESULTS

This study investigates the use of soft attention mechanisms in
conjunction with seven deep CNN-based pre-trained models
for wheat disease recognition. The implemented networks
include MobileNetV2, VGG19, DenseNetl121, ResNet101, Ef-
ficientNetB2, Xception, and InceptionResNetv2 [23], all of
which are state-of-the-art feature extractors trained on the
ImageNet dataset. Moreover, we empirically validated the
impact of attention modules from different stages.

A. Implementation Details

The experiments were conducted on a computer system with
an Intel(R) Core(TM) processor running at a clock speed of
3.70 GHz and 8.00 GB of RAM. The system also featured
an RTX GFORCE 2070 GPU with 8 GB of onboard memory.
The operating system used for the experiments was Microsoft
Windows 10.

For the implementation of the project, various libraries were
utilized. The Keras deep learning framework was employed
with TensorFlow as the backend using Python version 3.7.16.
Additionally, OpenCV version 4.8.0, a powerful computer
vision library, is used for image preprocessing. The scikit-learn
ML library version 1.0.2 was employed for training and testing
various machine learning models. Furthermore, Matplotlib, a
Python-based visualization library, generates visualizations for
images, results, and graphs.

B. Feature Studies

The results of our study illuminate the comparative perfor-
mance of various backbone architectures when incorporated
into the MSA model. While all architectures demonstrate
strong capabilities, InceptionResNetV2 stands out by achiev-
ing an outstanding accuracy of 95.66%. This remarkable
performance positions InceptionResNetV2 as a compelling
choice for tasks demanding high accuracy rates. In compar-
ison, MobileNetV2 achieves an accuracy of 86%, VGGI19
attains 88.4%, DenseNet121 reaches 89%, ResNet101 achieves
90%, EfficientNetB2 reaches 91.2%, and Xception attains
92% accuracy within the MSA framework. The dominance
of InceptionResNetV2 over these renowned architectures un-
derscores its ability to capture complex features and excel in
challenging recognition tasks.

C. Impact of Attention

Modifications of networks in deep learning [24] are essen-
tial to enhance model performance and adapt to specific
tasks [15], [25]. We evaluate the transformative impact of
the modified soft attention mechanism when integrated with
the InceptionResNetV2 backbone, and we contrast its effects

TABLE 1II: Features studies of our proposed method against
another backbone method with SA and MSA implementation.
The symbol v represents that the attention module is applied
and x shows that the attention is not applied

Backbone | SA | MSA | Accuracy (%)
MobileNetV2 X v 86

VGG19 X v 88.4
DenseNet121 v X 89

ResNet101 X v 90
EfficientNetB2 v X 91.2
Xception v X 92
InceptionResNetV2 v X 94
InceptionResNetV2 | X v 95.66

with other backbone architectures, both with and without the
attention mechanism. The practice of the attention mechanism
yielded a discernible improvement in the model’s perfor-
mance, affirming its capacity to emphasize crucial features
and suppress extraneous information selectively. Notably, the
attention-enhanced InceptionResNetV?2 achieved an accuracy
of 95.66%, surpassing the baseline model’s accuracy of 94%
by 1.66% in accuracy. This substantiates the attention mech-
anism’s potential to augment the feature extraction process,
culminating in notable accuracy enhancements.

Furthermore, our analysis extended to the broader context
of different backbone architectures. Across all architectures,
incorporating the attention mechanism consistently translated
to accuracy gains. This enhancement was particularly pro-
nounced when coupled with the InceptionResNetV2 architec-
ture. This observation underscores the complementary nature
of the attention mechanism and the unique characteristics of
InceptionResNetV2, collectively yielding a substantial accu-
racy boost. These findings illuminate the intricate interplay
between architecture and attention mechanisms, highlighting
the potential for specific backbones to synergize more ef-
fectively with attention-based enhancements. This subsection
collectively underscores the attention mechanism’s remarkable
potential to elevate neural network performance, especially
when harmonized with specific architectural traits, as demon-
strated by the InceptionResNetV2 backbone. Figure 4 shows
the accuracy and loss while Figure 5 represents the Confusion
matrix of our proposed method.

D. Qualitative Results

To gain deeper insights into the contributions of the pro-
posed modified soft attention mechanism, we employed the
technique of explainable Al Gradient-weighted Class Activa-
tion Mapping (Grad-CAM) visualization. Grad-CAM offers a
window into the decision-making process of neural networks
by highlighting regions of input images that significantly
influence the model’s predictions. Our visualizations provide a
compelling narrative of how the attention mechanism enhances
the interpretability and effectiveness of the model.

The Grad-CAM visualizations unveiled that the attention
mechanism consistently directs the network’s focus to in-
tricate and discriminative features. By emphasizing these
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Fig. 5: Confusion Matrices of our proposed method before and after modification.

salient regions, the attention-enhanced model demonstrates
a refined ability to capture intricate patterns, textures, and
shapes, contributing to accurate predictions. This visualization-
driven analysis not only corroborates the quantitative accuracy
improvements but also offers a qualitative perspective on
the attention mechanism’s influence on the model’s decision-
making process. The Grad-CAM outcomes provide an intuitive
and insightful means to comprehend the mechanism’s efficacy
and showcase its potential as shown in Figure 1

IV. CONCLUSION

In this paper, we introduced more challenging data related to
wheat diseases to train a generalized model. We conducted
extensive studies to find the optimal features specifically
in our domain. To strengthen the intermediate features, we
progressively modified the soft attention mechanism to focus
deeply on diseased spots. We explore how the Soft Attention

mechanism can be utilized to enhance the classification ac-
curacy of wheat disease images with high-resolution content.
Our model demonstrated superior performance compared to
the current state-of-the-art methods on integrated datasets
for wheat disease classification. Furthermore, we visualized
the model attention on diseased spots using the technique
of explainable Al called Grad-CAM. The results highlight
the effectiveness of our approach in handling diverse wheat
disease images, underscoring its potential for real-world ap-
plications in agricultural settings. In the future, this approach
can be integrated into wheat disease loT-supported systems.
The proposed model will be deployed on resource-constraint
devices to support agricultural experts and assist in crop
disease diagnosis and management.
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