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Abstract—AR technology and AR devices have rapidly evolved,
and the AR market is also very active. However, content creators
face challenges in adapting their creations to different devices, as
each device requires a distinct development approach. Moreover,
hardware manufacturers often encounter difficulties in providing
sustained software support for content development.

In this study, we define data profiles for four distinct AR
devices and propose the ADA SDK within the Unity framework.
This ADA SDK aims to facilitate content development for
multiple AR devices, providing content creators with a more
streamlined approach. We demonstrate the potential for a single
content piece developed using the ADA SDK to be adaptable
across various devices through simulated testing within a simple
Unity application. Building upon this data and SDK, we antici-
pate the emergence of a platform that seamlessly integrates AR
capabilities, catering to a diverse range of devices. Furthermore,
we expect this research to contribute to increased adoption of AR
devices by small and medium-sized manufacturing companies,
ultimately fostering the activation of the AR market.

Index Terms—Augmented Reality, Mixed Reality, Authoring
Tool, AR glass, AR SDK

I. INTRODUCTION

In recent times, rapid advances in meta-verse technology
have led to significant advances in both hardware and software.
This year’s shipment is estimated to be 780,000 units as
various manufacturers have entered the market due to a surge
in demand for Augmented Reality(AR) equipment. However,
in this growth, several important tasks remain in the AR
content development area.

Primarily, developers and content creators deal with failures
due to the diversity of AR hardware devices. While entities
like Oculus and HoloLens offer development SDKs [1], [2],
but many of AR devices do not provide dedicated software
and only support smartphone tethering. Various studies are
underway supported non-experts and content development
designers in overcoming the challenges of AR development.
Studies are being conducted focusing on creating user-friendly
AR content development tools and platforms [3]-[5].
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Secondly, developing AR software or content requires famil-
iarity with a variety of technologies and tools. The complexity
of this process is an obstacle for those who are not familiar
with the complexity of AR. However, there is still a limit
to the infrastructure that supports AR development through
platforms such as Unity [6], a popular AR development envi-
ronment. The paucity of educational resources, comprehensive
documentation, sample codes, and developer support hampers
the ability of AR content creators to fully harness Unity’s
potential.

To overcome these challenges, it is essential to address two
key areas. First, a robust test environment must be established
to improve accessibility and affordability of AR devices while
facilitating developer experiments. Second, cooperative efforts
are needed to strengthen AR development using Unity. This
includes developing a community of developers to create
an environment that will help them take advantage of their
comprehensive education, resource provision and Unity capa-
bilities.

The focal point of this study is to present a holistic solution.
We propose the creation of an integrated SDK structure and
guide tailored for AR content creation across diverse devices.
This solution is expected to promote AR device development
and foster an ecosystem that provides a more convenient
environment for developers and content creators together.

Subsequent sections provide complex details, including
the structure of the AR spectacles sensory apparatus and
Augmented-reality Development Adapter(ADA) system. In
addition, we aim to demonstrate the feasibility of this approach
by using ADA to create demo applications and validate their
potential as effective SDK.

II. AR GLASS FEATURE

AR technology encompasses a wide array of advanced
features such as real-time tracking, environmental sensing,
3D registration, and intelligent user interaction. Among the
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Fig. 1: (a): GTM200 Plus - Panacea, (b): Smart AR Glass - LatinAR,
(c): XR-90FC - Elvision, (d): A2IM XR Glass - PnC Solution

prominent AR head-mounted displays (HMDs) in the current
market, the Hololens2 [7] stands out for its integration of
cutting-edge sensors. This device includes cameras for precise
head tracking, infrared (IR) cameras that facilitates accurate
eye tracking, a time-of-flight (TOF) depth sensor for spatial
awareness, an inertial measurement unit (IMU) sensor for ori-
entation tracking, and an RGB camera for capturing real-world
visuals. Similarly, the Meta Quest Pro [8], renowned for its
See-through AR capabilities, includes a depth sensor for depth
perception, an RGB camera for capturing the environment, an
ambient light sensor for adjusting display settings based on
lighting conditions, and eye-tracking cameras for gauging user
attention and focus. While various devices incorporate IMU
sensors and cameras, the consensus is that the inclusion of
6-degree-of-freedom (6-DOF) data for user tracking alongside
camera image data is paramount for the implementation of
even basic AR functionalities, as widely cited in references
encompassing different AR devices.

A. Sensor Data Format

The ADA SDK supports the four device profiles illus-
trated in Fig 1. These devices are categorized as (a), (b),
(c), and (d), each offering distinct features based on their
characteristics. Devices (a), (b), and (c) operate in a tethered
mode, necessitating integration with an Android smartphone.
In contrast, device (d) features an independent Android OS,
enabling autonomous operation without the need for smart-
phone integration.

Each device profile is developed within the ADA SDK,
facilitating the provision of features and data processing
methods tailored to their respective attributes. Furthermore,
the data collected from diverse devices is transformed into a
standardized data format, enabling the SDK to process data
uniformly across different devices.

_*M
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Fig. 2: ADA(Augmented-Reality Development Adaptor) Ar-
chitecture. Convert to the data format specified by the ADA
profile. It implements functions such as slam, occlusion,
and interaction that can create AR content with converted
standardized data.

These profiles and data conversion mechanisms enhance
the ADA SDK’s ability to support a wide range of devices,
providing an adaptable environment to address the diversity
of AR devices. This, in turn, is expected to facilitate more
convenient development and content creation considering the
diversity of AR devices.

1) IMU sensor: Inertial Measurement Unit (IMU): An IMU
consists of an accelerometer, a gyroscope and a magnetic
system sensor. In AR Glass, IMU is used to track user head
motion. Head motion tracking detects changes in the user’s
perspective and maintains the visual consistency and sense of
reality of virtual objects.

2) RGBD Image: RGBD Image: The image sensor captures
video streams from the camera and provides video data that
can be displayed on the AR Glass display. RGBD image sen-
sors transmit real-time video streams to AR Glass systems and
are used to implement various functions such as environmental
recognition, object tracking, and virtual object placement.

IIT. SYSTEM DEVELOPMENT

A. Architecture

AR systems are being used and developed in various fields
such as education and industry [9]-[15]. Currently, only IMU
and camera sensors are available as support equipment. The
ADA defines the sensor and data format of each device as a
profile, as shown in Figure 2. Then, print it in a standardized
format.

When creating content through ADA, only rotational values
using IMU sensors can be applied for the four types of devices
shown in Fig 1. Data from these devices is transmitted to a
Unity app via serial communication. Subsequently, the data is
formatted into standardized formats according to the profiles
defined for each device.

In the future, by incorporating spatial recognition algorithms
based on input images and IMU sensors [16], [17], it will
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Fig. 3: An AR application developed using the ADA SDK
showcases static virtual boxes anchored within the environ-
ment, while a logo dynamically follows the user’s movements.
This application is designed to operate seamlessly across all
AR glasses supported by ADA.

be possible to achieve a more seamless AR experience. Fur-
thermore, if ADA were to support various sensors attached
to the devices, such as infrared sensors, light sensors, and
distance measurement sensors, a wide range of interactions
could be implemented, resulting in a richer user experience.
Also, ADA will also incorporate features such as SLAM,
occlusion rendering, and enhanced user interface capabilities.

B. Demonstration of ADA

To validate the capability of supporting multiple AR devices
with a unified content approach, a simple Unity app was
developed using the ADA SDK. Through this demonstration,
the effectiveness of an SDK that enables AR development
across various manufacturers’ devices is substantiated.

Within the app, stationary objects and objects that follow the
user’s movements are placed. Leveraging IMU data and RGBD
image data from each device, virtual object placement and vir-
tual camera movements are controlled. The content developed
through the ADA SDK showcases its immediate applicability
across multiple devices, tailored to Unity settings. This content
app is compatible with all four types of AR devices in Fig 1,
proving that ADA SDK can support AR functions for multiple
devices, and the content screen configuration can be seen on
Fig 3.

However, the current system faces certain limitations due
to device interoperability and interaction challenges. Firstly,
while the system supports augmenting virtual objects based on
location data, it lacks direct interaction between users and ob-
jects. This limits users from experiencing more immersive and
natural interactions with the content. Secondly, the absence
of hand gesture inputs confines users to limited interaction
through device Uls, potentially diminishing user engagement
and experience.

These issues can be addressed and improved upon through
subsequent development and expansion of AR functionalities.
Moreover, with the inclusion of such capabilities, the ADA
SDK could evolve to fulfill a broader role as an AR SDK,
enhancing its overall utility.

IV. CONCLUSION

With As AR technology continues to evolve, devices from
various manufacturers are appearing one after another. To
effectively accommodate this diversity and ensure seamless
content creation and interaction across different devices, the
development of a versatile AR SDK is crucial. These SDKs fa-
cilitate content creation and interaction between devices from
multiple manufacturers. The current system’s demonstration
validates the feasibility of integrating devices from various
manufacturers using an SDK. However, further extended ex-
periments and tests involving a wider range of devices and
scenarios are needed to establish the practicality and reliability
of SDK applications.

In this paper, we identified the shortcomings of existing sys-
tems and proposed solutions. It is expected that the develop-
ment of Universal AR SDK, which incorporates gesture recog-
nition for direct interaction and integrates various devices,
will improve both AR content production and user experience.
Furthermore, validating the practicality of SDK experimentally
integrating devices from multiple manufacturers highlights its
potential contribution to advances in AR technology.

To address the inconveniences faced by AR device de-
velopers and content creators, several suggestions are put
forth. This paper introduces SDK system ADA to support AR
development at Unity, integrates various AR functions into the
Unity engine, and provides developers with the resources and
sample code they need. These efforts are aimed at revitalizing
the AR device development ecosystem, simplifying AR con-
tent development, and fostering an efficient environment for
developers and content creators.

In conclusion, this paper argues that ADA, which promotes
Unity integration, relieves inconvenience for AR device devel-
opers and content creators and focuses on developer education
and community participation. This approach is expected to not
only increase the utilization of AR devices but also greatly
contribute to the expansion of the AR market.
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