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Abstract—One of the successful approaches in the tradi-
tional field of Multi-View Stereo is PatchMatch-based methods.
However, because the approaches rely heavily on photometric
consistencies, the results are unreliable in low-textured areas.
This paper proposes a Multi-View Stereo method that enforces
the reliability of similarity costs by utilizing planar parameters
refined through spatial consistencies in the PatchMatch process.
In the proposed method, initially, depth maps and normals
are generated by applying a conventional PatchMatch method.
Afterward, a triangular mesh is generated from the selected
nodes, and planar parameters are computed from the resulting
triangular mesh model. The discontinuity-aware PatchMatch
is then processed by leveraging the planar parameters refined
through adjacent triangular meshes for similarity cost com-
putation. The results of the experiments demonstrate that the
proposed method achieves superior performance compared to
existing Multi-View Stereo methods for publicly available High-
Resolution images.

Index Terms—Multi-View Stereo, Depth Map Generation, 3D
Reconstruction

I. INTRODUCTION

In the field of Multi-View Stereo, two critical elements
are intensively addressed: the precise reconstruction of de-
tailed structures and the representation of surfaces that lack
photometric consistencies, such as areas with low-textured or
occluded regions. In terms of accuracy, the main challenge
lies in the effective and precise identification of matching
points across neighboring images. Within a range of traditional
methods, the PatchMatch [1] algorithm has been effectively
utilized, leveraging its efficient reduction of solution space
and its capability for parallel processing. However, in spite
of their effectiveness, PatchMatch-based methods encounter
drawbacks when dealing with cases containing numerous or
large low-textured or occluded areas, as these regions often
lead to unstable values. To improve the completeness within
these regions, several approaches have been introduced, all
based on the idea of effectively utilizing spatial information
within each image’s domain.

This paper proposes a Multi-View Stereo method that is
enforcing the reliability of similarity costs by utilizing planar
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Fig. 1. A color image from the Office image set in the ETH3D training
set, and the generated depth map, normal map, and the point cloud by the
proposed method.

parameters refined through spatial consistencies in the Patch-
Match process. Figure 1 shows a color image from the Office
image set in the ETH3D training set, and the generated depth
map, normal map, and the point cloud by the proposed method.
Main contributions of the paper are as follows:

1) We propose a similarity cost model that incorporates
photometric consistencies along with planar parameters
refined through spatial consistencies, aiming to achieve
more reliable estimates of depth values.

2) We demonstrate that the proposed approach achieves
superior results compared to existing methods on a high-
resolution public dataset.

In section 2, we briefly review the Multi-View Stereo
approaches. Fundamental concept and overall procedure of
the proposed Multi-View Stereo using discontinuity-aware
planar prior is explained in section 3. Section 4 presents the
experimental results and we conclude the paper in section 5.
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Fig. 2. Fundamental concept of the proposed method. Since the original
planar parameters have limitations in representing depth discontinuities, the
original planar parameter (na)org is refined to be na by utilizing the planar
parameters nb, nc, and nd and color values of the adjacent triangular meshes.
The refined planar parameter is then incorporated into the similarity cost
model to estimate the depth of the pixel p.

II. PREVIOUS WORKS

A. Traditional Approaches

One of the main goals of the Multi-View Stereo is to
increase the accuracy of reconstructing structures. Many ap-
proaches have emerged to tackle this issue, focused on ac-
curately estimating pixel depths, primarily by evaluating the
photometric consistencies of patches from both the reference
image and nearby images. PatchMatch [1] emerges as one
of the most prominent techniques for generating depth maps
in the traditional Multi-View Stereo domain. The primary
advantages of PatchMatch-based approaches lie in their ability
to efficiently reduce the solution space, while also enabling
parallel processing. [2] adopted a variational inference ap-
proach in the depth propagation step. [3] used additional
geometric priors for accurate view selection. [4] proposed an
efficient propagation step for parallel processing.

The main drawback of the PatchMatch-based approach
is that the approach cannot handle low-textured regions ef-
fectively due to the reliance on photometric consistencies
during the best cost value selection process in the propagation
step. Moreover, because the matching consistency is often
ambiguous and unstable in several regions, the outliers cannot
be effectively reduced. In order to reduce the ambiguity of the
color consistencies, [5] and [6] adopted a pyramidal structure
and [7] applied mesh-based planar priors.

B. Learning-based Approaches

MVSNet [9] is one of the most successful learning-based
Multi-View Stereo approaches. The method make use of a
deep learning network to optimize cost volumes to generate
depth maps. However, since the size of the cost volume
increases rapidly as the resolution of the image increases, the
approach is not suitable for high-resolution applications. To
address to problem, various approaches [10] [11] [12] have
been proposed. The adoption of the self-attention mechanism

[13] within the learning-based Multi-View Stereo field has
yielded promising results in recent studies [14]. In addition,
various approaches to incorporating implicit neural represen-
tation techniques [15] into volumetric 3D reconstruction are
gaining much attention.

As mentioned earlier, learning-based approaches become
inefficient at higher resolutions due to the rapid increase in
memory size. In contrast, the proposed method, which is
PatchMatch-based, shows reliable results for high-resolution
images, as demonstrated in the Experimental Results section.

III. PROPOSED METHOD

A. Fundamental Concept of the Proposed Method

The basic concept of the proposed method is to incorporate
refined planar parameters into the similarity cost model to
improve the reliability of the estimated depth values. Figure
2 shows the Fundamental concept of the proposed method.
When applying a conventional PatchMatch approach with a
photometric cost model, the estimated depth value of a pixel
p is unreliable since the region is a homogeneous area. In
order to address the problem, planar prior term was added
to the similarity cost model [7]. However, planar parameters
computed from the depths and positions of the initial nodes
have a limitation in representing depth discontinuities because
the structure of the generated triangular model is continuous.
To deal with the depth-discontinuity representation problem,
the proposed method refine the planar parameters by using
the information of the adjacent triangular meshes. In Figure
2, the original planar parameter (na)org is refined to be na

by utilizing the planar parameters nb, nc, and nd and color
values of the adjacent triangular meshes.

B. Overall Procedure of the Proposed Method

The proposed method is largely composed of three steps:
initial depth map and normal generation, triangular model
generation, and discontinuity-aware PatchMatch process. Fig-
ure 3 shows the overall procedure of the proposed method.
The following is more detailed explanation of the proposed
method.

1) Initial depth map and normal map generation: In the
proposed method, first, initial depth maps and normals are
generated by applying an existing PatchMatch method [5] to
the original color images with their camera parameters. In the
PatchMatch process, conventional photometric costs are used
for similarity measure.

2) Triangular model generation: The second step involves
selecting pixel positions with locally high photometric costs as
initial nodes from the image domain. A triangular mesh is then
generated by applying the 2D Delaunay triangulation from
the selected nodes, and initial planar parameters are computed
from the generated triangular mesh model.

3) Discontinuity-aware PatchMatch: In the third step,
Discontinuity-aware PatchMatch is executed by leveraging
the planar parameters of both corresponding and adjacent
triangular meshes for similarity cost computation.
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Fig. 3. Overall procedure of the proposed method, which is largely composed of three steps of initial depth map and normal generation, triangular model
generation, and discontinuity-aware PatchMatch process. In the proposed method, first, initial depth maps and normals are generated by applying a conventional
PatchMatch method. After that, triangular mesh is generated from the selected nodes, and planar parameters are computed from the generated triangular mesh
model. Discontinuity-aware PatchMatch is then processed by leveraging the planar parameters refined through adjacent triangular meshes for similarity cost
computation.

In the proposed method, the original planar parameter
(na)org is refined to be na by weighted averaging the original
and the adjacent planar parameters as follows:

na = wa(na)org + wbnb + wcnc + wdnd (1)

where the weights wa, wb, wc, and wd are computed by
averaging the color values in each planar mesh with the ratio
of distance of the edges the two planar meshes are faced.

The depth values of each plane is recomputed from the
initial nodes and the refined parameter by applying a simple
method such as least squares optimization.

The similarity cost C(p, {d,n}) of the pixel p for hypothesis
depth d and normal n is then computed as follows:

C(p, {d,n}) = Photo(p, {d,n})− Plane(p, {d,n}) (2)

where Photo(p, {d,n}) is the photometric consistency term
and Plane(p, {d,n}) is the planar prior term leveraged by the
refined planar parameters as follows:

Plane(p, {d,n}) = log(γ+exp−(
(d− dr)

2

σd
+

arccos2 nTnr

σn
))

(3)
where σd and σn are respectively bandwidth of depth dif-
ference and bandwidth of normal difference [7], and dr and
nr are respectively depth and normal values obtained by the
refined planar parameters.

IV. EXPERIMENTAL RESULTS

The experiment was conducted under the AMD CPU with
RTX-series GPU environment, and the proposed method was
implemented with C++. The comparative evaluation of the
performance of the proposed method was conducted on the
Office and Pipes, Meadow, and Terrace sets in the ETH3D
training set [16], where the resolutions are 6048x4032. We
calculated F-scores, the harmonic mean of precision and com-
pleteness, of the reconstructed point clouds to quantitatively
evaluate the performance of the existing approaches and the
proposed method.

Figure 4 shows the original color images, triangulation
results, generated depth maps and normal maps, and gen-
erated point clouds by the proposed method for Office,
Pipes, Meadow, and Terrace sets in the ETH3D training set.
Table I shows the quantitative evaluation (F-score) results

TABLE I
QUANTATIVE EVALUATION (F-SCORE) OF THE RECONSTRUCTED DENSE
3D POINT CLOUDS FOR OFFICE, PIPES, MEADOW, AND TERRACE IMAGE

SETS IN THE ETH3D TRAINING SET.

Office Pipes Mea. Terr. Mean
COLMAP [3] 47.32 50.72 49.96 84.94 58.24

EPPMVSNet [12] 68.68 72.09 49.77 89.12 69.92
MVSTER [14] 68.86 63.76 61.39 87.56 70.39

ACMM [5] 63.01 69.26 71.49 89.76 73.38
MARMVS [8] 64.7 77.04 68.25 88.22 74.55

ACMP [7] 74.45 69.16 71.00 89.92 76.13
Proposed 76.36 71.92 71.21 90.77 77.57

of the reconstructed dense 3D point clouds for the Office,
Pipes, Meadow, and Terrace sets in the ETH3D training
set. As shown in the quantitative evaluation results, the
proposed method outperforms both traditional (COLMAP,
ACMM, MARMVS, ACMP) and learning-based (EPPMVS-
Net, MVSTER) approaches with respect to the F-scores for
high-resolution images.

Figure 5 shows qualitative comparison of the depth maps
generated by COLMAP, ACMP, and the proposed method for
Office and Pipes image sets from ETH3D training set. As
shown in the generated depth maps, the proposed method
produces qualitatively more reliable and less noisy depth
values especially in the low-textured regions such as the walls
and the panels on the desks.

Although the proposed method is based on the traditional
approaches, if some learning-based techniques can be elabo-
rately combined with the proposed method, we expect much
improvement can be possible.

V. CONCLUSION

This paper proposed a Multi-View Stereo method that
is enforcing the reliability of similarity costs by using the
planar parameters refined through spatial consistencies in the
PatchMatch process. The experimental results show that the
proposed method successfully improves the quality of depth
maps and point clouds compared to the existing approaches.

Future work will be aimed at applying the proposed method
to various challenging applications such as the 3D recon-
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Fig. 4. Original images, triangulation, generated depth maps and normal maps, and generated point clouds by the proposed method for ETH3D training set
(Office, Pipes, Meadow, and Terrace).

Fig. 5. Qualitative comparison of the depth maps generated by COLMAP, ACMP, and the proposed method for Office and Pipes image sets from ETH3D
training set.

struction and modeling of indoor scenes, in combination with
various machine-learning approaches.
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