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Abstract—During the conversation, the speaker’s gestures can
give more information to the listener and make it easier to
understand the speaker’s utterance. Although appropriate system
gestures based on the system strategy and emotion are crucial in a
conversation between a person and a dialogue system, no Korean
conversation corpora have system utterances annotated with both
system strategies and emotions. In this paper, we pseudo-annotate
system gestures on system utterances in the extended version of
the Korean empathetic conversation corpus. Based on the pseudo-
annotation, we introduce a system gesture list classification model
on the basis of Korean-English T5 (KE-T5). We achieve an
accuracy of 90.8% on the gesture list classification model.

Index Terms—gesture classification, emotion classification, Ko-
rean dialogues, multimodal dialogues, empathetic dialogues

I. INTRODUCTION

Research on human-computer interaction has been studied
for the several decades as human-computer interfaces have
evolved. With the advancement of technology and society,
people want computers to understand human intelligence and
to perform tasks at the same level as human intelligence [1].
The studies are conducted not only in verbal communication
methods such as speech or text but also in non-verbal com-
munication methods with faces, hands, or bodies.

[2] argue that agents must express emotions intelligently,
not just respond based on user emotions, and propose an agent
architecture that can distinguish between felt and expressed
emotions, take into account the socio-cultural context, and
express them through facial expressions. Table I shows the
examples that user utterances are similar and their correspond-
ing system strategies are different. Table II draws examples
of different emotions between a user and a system. Both
tables explain the reason why system gestures should be
considered with system strategies and emotions. Nevertheless,
no Korean multimodal dialogue systems [3] have regard to
system strategies and emotions for expressing appropriate
system gestures.

In this paper, we first pseudo-annotate system gestures
on the extended version of the Korean empathetic conver-
sation corpus. With the pseudo-annotated system gestures,
we introduce a system gesture list classification model based
on Korean-English TS (KE-TS) [4], a language model pre-
trained with Korean and English corpus. We also evaluate the
performance of the gesture list classification model.

* Corresponding author.
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II. RELATED WORK

Human-computer interaction comprises a variety of commu-
nication elements. In this work, we focus on emotions, dialog
acts, and gestures.

A. Emotion

Emotion classification is one of the most widely used tasks
in natural language processing. The representative emotion
datasets are Meld [5] based on the emotion classification
definition of [6] and IEMOCAP [7] classifying emotions into
nine different categories. For Korean dialogues, [8] classified
multi-labeled emotions based on KE-T5 [4].

B. Dialogue Act

Dialogue acts refer to the speaker’s intention to convey the
speaker’s words to the listener. For the conversation between
humans and dialogue systems, system strategies and user in-
tentions can be considered dialogue acts. In Korean dialogues,
research on user intent classification [9] and system strategy
classification [10], [11] has been performed. And the Korean
empathetic conversation corpus [12] reclassified dialogue acts
into 10 empathetic utterance strategies (7 emotions and 3
response strategies), taking into account empathy levels.

C. Gesture

Gestures are non-verbal communication and are sometimes
used in conjunction with verbal communication to reinforce
the message being conveyed. [13] finds that there is a greater

TABLE I
DIFFERENT STRATEGY EXAMPLES AGAINST SIMILAR USER UTTERANCES
No. Utterance Emotion Strategy
ser- JAXISLotH] 7HHF A=S Hrofo]l -
User: 'F2p2lobe] 7he Adas 29te] Happiness
1 (My boyfriend gave me a bag as a present!)
S - O Zar Q9
System: -2}, L8 Surprise
(Wow, really?)
ser: AR L7} H|RE 71HHRS AR o) .
User = PR} B b ]’MO'] Happiness
2 (My boyfriend bought me an expensive bag!)
System: 712 Q? Back-
(Really?) Channel
TABLE II
DIFFERENT EMOTION EXAMPLES BETWEEN A USER AND A SYSTEM
Utterance Emotion Strategy
User: A5 B4 4 & Aelal & 2 FHRA? R
(Do they think they will never get sick and live forever?) neer
S : 3 [=13 A 92
System: 2P} grof WAL Clarification
(Are you very angry?)
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Case 2

learning impact when the avatar uses hand gestures in a math
learning animation. The emotion-based Korean multimodal
empathetic dialogue system [3] utilized an avatar-based ges-
ture classification module that randomly selects a gesture from
the seven different general-purpose avatar gestures.

III. SYSTEM GESTURE LIST PSEUDO-ANNOTATION

We introduce our system gesture list pseudo-annotation
and classification approaches for appropriate system gesture
classification in Korean multimodal empathetic dialogue sys-
tems. As shown in Fig. 1, Steps 1 and 2 utilize an emotion
classification model to pseudo-annotate the gestures on system
utterances, and Steps 3 and 4 employ a gesture classification
model to learn and predict system gestures annotated in Step
2. In this section, we describe our system gesture list pseudo-
annotation (Steps 1 and 2). Through the pseudo-annotation,
44,137 system utterances from the extended version of the Ko-
rean empathetic conversation corpus [12] are pseudo-annotated
with the corresponding system gesture list.

The system and user utterances from the extended version
of the Korean empathetic conversation corpus [12] are orig-
inally annotated with one of 16 empathetic system strategies
(approval, disapproval, back-channel, clarification, echoic re-
sponse, encouragement, evaluation, facilitation, greeting, opin-
ion, suggestion, surprise, why, what, how, and persona) and
one of 7 user emotions (neutral, surprise, happy, sadness,
disgust, anger, and fear/anxiety) in each. Because system
gestures are related to system emotions and strategies, we

TABLE III
30 SYSTEM GESTURE CANDIDATES

ID Gesture Type ID Gesture Type

1 Point to left with a hand 16 Thumb up with hands

2 Point to right with a hand | 17 Clap hands

3 Point to front with a hand | 18 Nod a head

4 Block front with a hand 19 Raise a fist

5 Shake a head 20 Raise fists

6 Cross with hands 21 Put a hand on chest

7 Tilt a head with a finger 22 Put hands on chest

8 Tilt a head with fingers 23 Hold hands in front of chest
9 Cross arms 24 Put a hand in front of mouth
10 Shrug shoulders 25 | Point to the front with a finger
11 Bow a head 26 Raise a finger up

12 Wave a hand 27 Clap a palm with a fist
13 ‘Wave hands 28 Scratch a head

14 Point to front with hands 29 Put hands together

15 Thumb up with a hand 30 Shake a head with hands

propose to predict emotions on
system gesture classification.

In consideration of tremendous human annotation effort,
we utilize the emotion classification model [8] by re-training
the model with user utterances and emotions in the extended
version of the Korean empathetic conversation corpus [12],
to perform emotion pseudo-annotation on system utterances.
System utterances with pseudo-annotated emotions and orig-
inally human-annotated strategies can be categorized into
112 [system emotion]-[system strategy] pairs, combining 7
emotions and 16 strategies. After extracting a maximum of
50 random utterances for each emotion-strategy pair, a human
annotator performs multi-annotation among 30 system gesture
candidates in Table III, based on the system utterance, emo-
tion, and strategy information.

After the multi-annotation process, a group of multi-
annotated gestures is called a gesture list, and we merge some
gesture lists whose number of data is relatively small, to reduce
the number of gesture list candidates. Case 1 in Fig. 2 shows
the process of merging a gesture list (< 1% of the total data)
and the other gesture list (> 1% of the total data). For example,
the gesture list A (< 1% of the total data) is compared to all
other gesture lists. The gesture list A and the other gesture list
B are merged in such a way that the difference set (A-B) is
minimized. Case 2 in Fig. 2 draws the process of merging two

the system utterances for
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TABLE IV

21 GESTURE LISTS
Gesture IDs

1 15, 16, 17, 18, 23, 27, 29

2 18, 23, 29

3 4,5, 6, 23, 28, 29

4 18, 23, 26, 27, 29

5 18, 19, 20, 23, 29

6

7

8

9

List ID

12, 13, 15, 16, 18, 23, 26, 27, 29
11, 12, 13, 23, 29

10, 23, 24, 29

12, 13, 18, 23, 29
10 7,10, 18, 23, 29
11 18, 23, 28, 29
12 18, 23, 27, 29
13 18, 23, 24, 27, 28, 29
14 7, 10, 18, 23, 26, 27, 29
15 15, 16, 18, 19, 20, 23, 26, 27, 29
16 12, 13, 18, 23, 26, 29
17 12, 13, 15, 16, 17, 23, 26, 29
18 18, 23, 24, 27, 29
19 18, 23, 24, 29
20 24,27
21 3,14, 21, 22

TABLE V

ACCURACY OF EMOTION AND GESTURE LIST CLASSIFICATION MODELS
Emotion Classification | Gesture List Classification
67.8% 90.8%

Accuracy

gesture lists (< 1% of the total data). Consequently, all system
utterances with the same emotion and strategy are annotated
with the corresponding human-annotated gesture list among
21 system gesture lists in Table IV.

IV. SYSTEM GESTURE LIST CLASSIFICATION

We discuss our system gesture list classification (Steps 3 and
4) in Fig. 1. Our KE-T5 [4] based gesture list classification
model is designed to learn pair data of the system utterance and
the gesture list, achieved from the system gesture list pseudo-
annotation. KE-T5 is a Korean pre-training model learned
from Korean and English corpora, based on the architecture of
Google’s TS model [14]. In Step 3, the gesture classification
model learns the system utterances and the gesture lists
generated from Step 2. Given the system utterance, Step 4
shows that the trained gesture classification model predicts its
system gesture list.

V. EXPERIMENTS

We conduct experiments for both the emotion and gesture
list classification models introduced in Fig. 1. Both models
were trained with a learning rate of 0.001 and a dropout ratio
of 0.1, and the batch size is set to 64. The total number of
system utterances is 44,137 and is divided into a ratio of 6:2:2
for learning, validation, and testing respectively.

As shown in Table. V, the emotion classification model
utilized for system gesture list pseudo-annotation exhibits an
accuracy of 67.8%. And the gesture list classification model
achieves an accuracy of 90.8%. In contrast to the accuracy of
the emotion classification model, the gesture list classification
model shows a comparatively high accuracy. This observation
may be due to the relatively limited pattern of system utter-
ances and the influence of human annotation.

VI. CONCLUSIONS

In this paper, we pseudo-annotate gestures on system utter-
ances in the extended version of the Korean empathetic conver-
sation corpus by considering system utterances, emotions, and
strategies. We re-train the KE-T5-based emotion classification
model whose accuracy is 67.8%, and introduce the KE-T5-
based system gesture list classification model whose accuracy
is 90.8%.
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