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Abstract—Vehicle re-identification (re-id) in a large-scale cam-
era network is important in public safety, traffic control, and
security. However, due to the appearance ambiguities of vehicle,
the previous appearance-based re-id models often fail to track
vehicle across multiple cameras. To overcome the challenge, in
this work, we utilize spatial and temporal information between
cameras and individual vehicle. To this end, we build camera
network topology that consists of transition time probabilities
between camera pairs. Then, we merge the appearance simi-
larity and spatio-temporal probability scores for the final re-
id similarity. Based on our methods, we improved vehicle re-
id performance on public dataset (VeRi776). The experiment
results support that utilizing spatial and temporal information
in vehicle re-id can leverage the baseline re-id performance and
handle the vehicle appearance ambiguities.

Index Terms—Vehicle re-identification, Spatial and temporal
information, Large-scale camera networks

I. INTRODUCTION

Vehicle re-identification (re-id) aims to identify the same
vehicles across non-overlapping multiple cameras. Recently,
it is increasingly important in public safety, traffic control,
and security. Performing vehicle re-id in the large-scale multi-
camera network presents several challenges. First, there is a
very large number of vehicles appearing in the camera net-
work. It occurs high computational complexity in performing
re-id. Second, there are vehicles that are exactly the same in
appearance (shape, model and color) making an appearance
ambiguity problem in vehicle re-id. Many studies have been
focused on feature learning [1]–[3] and metric learning [4]–[6]
to represent appearances of objects to perform re-id. However,
those appearance-based re-id models still

struggle with appearance ambiguity.
To handle the challenges in vehicle re-id, we first analyze

the characteristics of vehicles in camera networks. Compared
to person re-id [1], [4], [7]–[9], vehicles have unique charac-
teristics as follows: first people have distinctive appearance
features, such as different face, clothing and body shapes,
whereas vehicles can have the exactly same appearance (e.g.,
model, shape and color) according to their model types.
Second, vehicle movements across cameras are predictable
than people because vehicles only move along roads and
highways.

Based on the characteristics of vehicles, in this work, we
additionally utilize spatial and temporal information of camera

networks and individual vehicles to overcome the appearance
ambiguity problem. To this end, we first build camera network
topology using ground-truth vehicle matching data between
each camera pair. The camera network topology consists of
camera transition time distributions that involve spatial and
temporal relationships between camera pairs. Then, we ag-
gregate appearance similarity and spatio-temporal probability
scores for the final re-id similarity.

We tested a public vehicle re-id dataset VeRi776 [10].
Due to the proposed spatial and temporal re-id framework,
Rank-1 score was improved by 3.64% and mAP was improved
by 2.89%. The experimental results support that using spatial
and temporal information can significantly leverage the re-
id performance of the baseline appearance-based re-id model.
The framework of the proposed methods is simple but very
effective.

II. PROPOSED METHODS

Figure. 1 illustrates overall framework of the proposed
methods. For the appearance-based re-identification (re-id)
model, we utilized FastReID [11]. Note that we can use
any kind of appearance-based models as the baseline of our
framework. In the training stage, transition time distributions
are built by the spatial-temporal information in the training
data. Finally, we combine the appearance similarity with the
transition time distribution for the final re-id similarity.

A. Transition time distribution

We estimate transition time distributions by using the
spatial-temporal information of the given data. First, we extract
transition time data D = {d1, d2, . . . , dN} with spatial-
temporal information and convert it to a normalized histogram.
N is a number of transition data. The transition time dis-
tribution is fitted with a Gaussian distribution based on a
normalized histogram, with the µ and σ deviation calculated
as follows

µ =

∑
i xi × hi∑

i hi
, σ =

√∑
i

hi × (xi − µ)2 (1)
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Fig. 1: The overall proposed spatio-temporal vehicle re-identification framework

We can calculate the spatial-temporal probability p(di|µ, σ2)
for transition time data di from a transition time distribution
fitted with a Gaussian distribution as follows:

p(di|µ, σ2) =
1

σ
√
2π

exp
−(kdi

− µ)2

2σ2
(2)

where kdi
is the bin index of the histogram to the transition

time data di.

B. ReID with spatial-temporal information

We convert the cosine similarity Sc to the appearance
similarity SA in the range [0, 1] calculated by the appearance-
based ReID model. We can calculate the final similarity of
images xi and xj by simply multiple the appearance similarity
and spatial-temporal probability as follows

SP (xi,xj) = SAi,jp(∆fi,j |µ, σ2) (3)

where SP (xi,xj) be the final similarity for images xi and
xj , SAi,j be the appearance similarity for the two images,
and p(∆fi,j |µ, σ2) be the space-time probability for the two
images. The ∆fi,j is the transition time difference between
the two images. However, this can remove the effect of
appearance similarity because it applies spatial-temporal prob-
abilities directly to appearance similarity. We utilize a balanced
factor λ to combine appearance similarity and spatial-temporal
probability optimally.

SP (xi,xj) = λSAi,j + (1− λ)p(∆fi,j |µ, σ2) (4)

We set λ to 0.5. Following eq.4, we calculate the final
similarity SP by combining the appearance similarity and the
spatial-temporal probability.

III. EXPERIMENTAL RESULTS

A. Dataset and Settings

For experiments, we used VeRi776 [10] vehicle re-
identification (re-id) dataset. It has over 49,000 images of 776
different vehicles captured by 20 non-overlapping synchro-
nized cameras. Among them, we selected six camera pairs as
summarized in Table. I. To evaluate the re-id performance,
we calculated Rank-1, 5, 10 accuracies and mean average
precision (mAP) score. For the baseline appearance model, we
trained FastReID [11] to extract appearance similarity. ResNet-
50 is set to its backbone network structure and the training
parameters as follows: epoch – 60, batch size – 64. Note the
we can use other state-of-the-art appearance-based re-id model
for our framework.

B. Experiments

In the experiments, we tested six different camera pairs
in Veri776 dataset. 1–4 pairs have sufficient numbers of
transition vehicles. On the other hand, 5–6 pairs have a few
numbers of transition vehicles between cameras. For the cam-
era pairs (1–4), Rank-1 performance is increased significantly
by 6.46%, 6.98%, 1.19%, and 8.33%, and mAP increased
by 6.49%, 4.06%, 0.91%, and 6.49%. In comparison, we
observed a slight decrease and maintained performance in
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Index Camera pair Method Rank-1 Rank-5 Rank-10 mAP

1 Cam1–Cam2 baseline 83.06 88.71 95.16 83.10
+ st info. 89.52 93.55 96.77 89.59

2 Cam1–Cam10 baseline 80.23 89.53 96.51 83.60
+ st info. 87.21 90.70 96.51 87.66

3 Cam3–Cam10 baseline 99.45 100.0 100.0 98.01
+ st info. 98.35 100.0 100.0 97.65

4 Cam12–Cam17 baseline 98.21 99.40 100.0 97.10
+ st info. 99.40 99.40 100.0 98.01

5 Cam10–Cam16 baseline 98.33 98.33 98.33 96.35
+ st info. 98.33 98.33 98.33 96.13

6 Cam14–Cam18 baseline 91.67 91.67 100.0 91.53
+ st info. 100.0 100.0 100.0 98.02

TABLE I: Performance comparison of the baseline (FastReID)
and the proposed spatial-temporal re-id method (+st info.)

Rank-1 of 1.1% and 0%, and mAP of 0.36% and 0.22%
for the two camera pairs (5–6). Although the re-id perfor-
mances of those camera pairs containing a few transition
vehicles are not improved, on average, re-id performance has
improved significantly. Especially, the performance of camera
pair (Cam14–Cam18) is improved Rank-1 from 91.67% to
100.0% significantly, alleviating the appearance ambiguity
perfectly. The results support that using spatial-temporal in-
formation alleviates appearance ambiguity in the appearance-
based re-id model.

IV. CONCLUSION

In this work, we proposed a vehicle re-identification (re-
id) framework that combines appearance similarity and spatio-
temporal similarity to handle appearance ambiguity problem in
vehicle re-id. In our experiments with in VeRi776 data, we
achieved significant performance improvements. The results
confirm that the proposed framework alleviates appearance
ambiguity and helps accurate vehicle re-id in the large-scale
camera network. We fit the transition time distribution using
the Gaussian distribution in this work. In future work, we will
give the histogram a proper distribution so that every camera
pair has a proper spatial-temporal probability.
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